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Five things needed to generate behavior
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Emergent behavior: this
is a dynamics

B feedforward nervous system

M + closed loop through
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Internal loops generate neural dynamics
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Activation

® neural state variable activation
M linked to membrane potential of neurons in some accounts
M linked to spiking rate in our account

M through: population activation... (later)



Activation

® activation as a real number,
abstracting from biophysical details

M low levels of activation: not transmitted to
other systems (e.g., to motor systems)

M high levels of activation: transmitted to other
systems

M as described by sigmoidal threshold function

B zero activation defined as threshold of that
function




Activation dynamics

® activation evolves in continuous time

M no evidence for a discretization of time, for spike timing to
matter for behavior



Neural dynamics

Mstationary state=fixed point= constant solution

Bstable fixed point: nearby solutions converge to the

fixed point=attractor
A du/dt = f(u)

vector-field
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—a(t) = —u(t)+h  (h<0)



Neuronal dynamics with self-excitation
A du/dt
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Neuronal dynamics with self-excitation

Bstimulus input

A du/dt
A input strength
U
resting
level, h

Tu(t) = —u(t) + h + S(t) + co(u(t))



Neuronal dynamics with competition
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Neuronal dynamics with competition

=>biased competition

before input is presented

Al
>

0
O
e
S
»w —>
(@)
S
-
n
O
S

resting state

after input is presented

//

LA N

N R

\l\-

DN N T

, = NN
‘ 2_?\:&\

” 7 1t A\




Distribution of Population Activation
(DPA)

Distribution of population activation =
2. tuning curve * current firing rate
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Dynamical Field Theory: space

B fields: continuous activation variables defined
over continuous spaces

information, probability, certainty
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mathematical formalization

Amari equation
T”L.L(ZC, t) — —U(Q?, t) +h+ S($, t) + /”UJ(.T o CEl)o-(u(xla t)) dx’

where
e time scale is 7
e resting level is h < 0
e input is S(x,1)

e interaction kernel is




Relationship to the dynamics of
discrete activation variables
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How does a field come to
stand for “its’ dimension!?
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Detection
instability
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Stabilizing selection decisions
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The memory trace

mactivation leaves a trace that
may influence the activation
dynamics later...

M3 simplest form of learning

Brelevant in DFT because the
detection instability may
amplify the slightly
inhomogeneous activation
patterns induced by the
memory trace into peaks of
activation
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activation field ’

\t [Thelen, et al., BBS (2001)]

task specific preshape
input input  nput

‘ [Dinveva, Schoner, Dev. Science 2007]
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DFT of infant perseverative reaching
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From neural to behavioral dynamics
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New functions from higher-
dimensional fields

visual scene
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[Slides adapted from Sebastian Schneegans,
see Schneegans, Lins, Spencer, Chapter 5 of Dynamic Field Theory-A Primer, OUP, 201 5]



New functions from higher-
dimensional fields

visual scene
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New functions from higher-dimensional

| gazeI field

fields: coordinate transforms
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Toward higher cognition:
Grounding spatial concepts

(a)

® bring objects into foreground

B make coordinate transformation

®apply comparison operators
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