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time courses from dynamical system: 
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tracking attractors
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approach



vehicle moving in 
2D: heading 
direction
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constraints: 
obstacle avoidance 
and target 
acquisition

Behavioral variables: example
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describe desired motor behavior

“enactable”

express constraints as values/value ranges

appropriate level of invariance

Behavioral variables



generate behavior by generating time 
courses of behavioral variables

generate time course of behavioral variables 
from attractor solutions of a (designed) 
dynamical system

that dynamical system is constructed from 
contributions expressing behavioral 
constraints

Behavioral dynamics



behavioral constraint: target acquisition

Behavioral dynamics: example
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behavioral constraint: obstacle avoidance

Behavioral dynamics: example
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each constribution 
is a “force-let” with 

specified value

strength

range

Behavioral dynamics
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multiple constraints: superpose “force-lets” 

fusion

Behavioral dynamics
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decision making

Behavioral dynamics
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Bifurcations 
switch between 
fusion and 
decision making

Behavioral dynamics

MRGVIEWMRK�HMWXERGI
FIX[IIR�XEVKIXW

FMJYVGEXMSRΦ

VITIPPSV!
EXXVEGXSV
FSYRHEV]

EXXVEGXSV

EXXVEGXSV

EXXVEGXSV



an example closer to “real life”: bifurcations 
in obstacle avoidance and target acquisition

constraints not in conflict

Behavioral dynamics
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constraints in conflict

Behavioral dynamics
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transition from “constraints not in conflict” 
to “constraints in conflict” is a bifurcation

Behavioral dynamics
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Such design of decision making is only 
possible because system “sits” in attractor.

This reduces the difficult design of the full 
flow (ensemble of all transient solutions) of 
non-linear dynamical systems to the easier 
design of attractors (bifurcation theory). 

Behavioral dynamics



But how may complex behavior be 
generated while “sitting” in an attractor? 

Answer: force-lets depend on sensory 
information and sensory information 
changes as the behavior unfolds

Behavioral dynamics
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We exploit the properties of the dynamic mechanism
for behavior generation to handle two elementary problems
faced by a mobile robot: avoiding obstacles and achieving
a goal position (homing). For obstacle avoidance, time-to-
contact measurements from the optical flows seen by the left
and the right cameras, together with information about the
goal location, are fed into a dynamical system that controls
the forward and rotation velocities of the robot. The hystere-
sis properties of the dynamics suppresses oscillations of the
heading direction which can occur when fluctuating sensory
information steers the vehicle through stateless algorithms.
The abstract problem addressed here is reconciling stability
and decision-making. For homing a dynamical system main-
tains an estimate of ego-position relative to the home base to
which the vehicle must return. This dynamics fuses contin-
uously available dead-reckoning information with fluctuat-
ing visual information obtained from correlating memorized
images with current views. The visual information permits
precise positioning in closed loop, while the dead-reckoning
contribution stabilizes the position estimate if precise visual
information is not available (because a memorized scene is
not or only incompletely in view either because of the cur-
rent robot position or because of an occluding obstacle). The
abstract problem dealt with here is sensor fusion.

In both cases, the behavior emerges from the stable states
of the dynamical systems in the closed sensory-motor loop,
even though the sensory information does not by itself at any
point contain sufficient information to specify the action to
take. Previous work within the dynamic approach (Schöner
and Dose 1992; Engels and Schöner 1995) has dealt primar-
ily with cases in which such specification was possible, at
least, in principle.

Visual information is obtained from two video cameras
through optic flow. Estimating optic flow is computation-
ally expensive and can lead to noisy results (Haralick and
Shapiro 1992). For our purposes, however, this is not a major
obstacle. We start from the following boundary conditions:
(a) Flow is determined for two purposes: for obstacle avoid-
ance to obtain an estimate of the minimal time-to-contact
in the visual field; and for homing to obtain estimates of
the current position relative to a home position over a spa-
tial range that is as large as possible. For the latter purpose
we need to estimate flow vectors over large image displace-
ments. (b) Flow estimation must take place in real time.
These conditions lead us to compute optic flow on coarsely
sampled images using a fast correlational algorithm (Little
et al. 1988). For homing this allows the computation of large
flow vectors obtained for the individual pixels. These may
fluctuate strongly in time, but their subsequent integration
by a dynamical system which fuses dead-reckoning and vi-
sual information stabilizes the derived information. Also, for
obstacle avoidance the resulting problem of ambiguous time-
to-contact estimates is addressed by an appropriate design of
the motion planning dynamics. The driving speed is adjusted
so as to allow for a temporal averaging of time-to-contact
estimates. Hysteresis of the dynamics, which manages the
turning rate of the robot, reduces the effect of fluctuations
of time-to-contact estimates further.

The closed-loop nature of the methods makes it highly
desirable to work with real robots. We developed and refined
the techniques reported here during several hundred hours
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Fig. 1. The robot is heading towards the home base while avoiding an
obstacle. After it reaches the home base it starts a new excursion. The
various configurations the robot runs through are indicated by symbols:
circles indicate robot position on the ground plane, lines the direction where
the robot is heading. The home base was established at position 5

of experimental work with the robot system shown in Fig. 1.
In the final implementation all necessary computations were
done in real-time using entirely conventional hardware.

2 Methods

2.1 The dynamic approach: stimuli as forces

We briefly present the main concepts of the dynamic ap-
proach to the design of autonomous systems in the form
used in the rest of the paper (for an extensive review see
Schöner et al. 1995; or Schöner and Engels 1994).

(a) Continuous variables, x, are used to characterize
robot behavior. The desired and undesired behaviors must
be expressible as points or simple sets in the space defined
by the variables. On the other hand, it must be possible, of
course, to transform values of these variables into appro-
priate actions of the robot. Examples of such variables are
robot position, heading direction or velocity.

(b) Behavior is generated by ascribing values to these
behavioral variables continuously in time by solving a dy-
namical system that is defined in terms of the behavioral
variables. By appropriate choice of time scale, the behav-
ior is generated exclusively through the asymptotically sta-
ble solutions of the dynamical systems, its attractors. Fixed
point attractors are the primary design tool.

(c) The behavioral dynamics is erected by contributions
from all relevant sources of sensory or internal information.
Sensors contribute forces to the dynamics that are designed
on the basis of three parameters: (i) The behavior speci-
fied by the source of sensory information determines which
point or set of points in the space of the behavioral vari-
ables must be made attractor or repulsive. A force is erected
that creates either an attractor (desired behaviors) or a repel-
lor (undesired behaviors) of the behavioral dynamics at the
specified value. (ii) The strength of the contribution of one
source of information is the rate of attraction or repulsion,
characterized by the maximal real part of the eigenvalues
of the dynamics at the fixed point. The strength expresses

[Schöner, Dose, 1992]



[Schöner, Dose, Engels, 1995]



… this is a “symbolic” approach

in the sense that we talk about “obstacles” 
and “targets” as objects, that have identity, 
preserved over time…

making demands on perceptual systems… 

in the implementation we see that these 
demands can be relaxed… 

next week we’ll look at how a “sub-
symbolic” attractor dynamics approach may 
work 



Attractor dynamics model of 
human navigation

Fajen et al, International Journal of 
Computer Vision 54(1/2/3), 13–34, 2003 
2003



Bill Warren and Bret Fajen have 
used the attractor dynamics 
approach to account for how 
humans locomote in virtual reality

human locomotion



human locomotion to goal

participants begins to walk

after walking 1 m, a goal appears at 5, 10, 15, 20, 
or 25 deg from the straight heading at a distance 
of 2, 4, or 8 m from participant...

participants are asked to walk toward the goal 



human locomotion to goal

=> turning rate 
increased with 
increasing goal angle

=> turning rate 
decreased with 
increasing distance 
form goal 

16 Fajen et al.

Human Experiments

Three experiments were designed to reveal the fac-
tors that influence how humans turn toward goals and
away from obstacles during walking (see Fajen and
Warren, 2003), for details). The studies were con-
ducted in the Virtual Environment Navigation Lab
(VENLab) at Brown University. The VENLab consists
of a 12 m × 12 m room in which subjects are able to
walk around freely while wearing a head-mounted dis-
play (HMD). A hybrid inertial and ultrasonic tracker
mounted in the ceiling tracks the position and orien-
tation of the HMD. This information is fed back to a
high-performance graphics workstation, which updates
the visual display presented in the HMD. This facility
allows us to manipulate both the structure of the en-
vironment and the visual information presented to the
observer in real-time, while simultaneously recording
ongoing behavior in naturalistic tasks.

The first experiment examined the simple case of
walking toward a goal, while the second examined
avoiding a single obstacle en route to a goal. In
Experiment 1, observers began each trial by walking
in a specified direction. After walking 1 m, a goal
appeared at an angle of φ − ψg = 5◦, 10◦, 15◦, 20◦,
or 25◦ from the heading direction and a distance of
dg = 2, 4, or 8 m. Observers were simply asked to
walk to the goal. The major findings of Experiment 1
were that the turning rate and angular acceleration to-
ward goals increased with goal angle (see Fig. 2(a))
but decreased with goal distance (see Fig. 2(b)). In
Experiment 2, observers began walking toward a goal
located straight ahead at a distance of 10 m. After
walking 1 m, the obstacle appeared at an angle of
φ − ψo = 1◦, 2◦, 4◦, or 8◦ from the heading direction
and a distance of do = 3, 4, or 5 m. The major findings
of Experiment 2 were that the turning rate and angular
acceleration away from obstacles decreased with both
obstacle angle (see Fig. 3(a)) and obstacle distance (see
Fig. 3(b)).

The Model

These empirical observations were used to specify
the dynamical model of steering and obstacle avoid-
ance. First, for purposes of simplicity, we assumed that
damping would be proportional to turning rate, such
that fd (φ̇) = bφ̇, for some constant b > 0. The goal
function fg(φ−ψg , dg) was chosen to reflect the find-
ings that the influence of the goal on angular accelera-

(a)

(b)

Figure 2. Human trajectories for turning toward a goal in
Experiment 1 (turning rate (φ̇) vs. goal angle (φ − ψg)). Curves
correspond to (a) different initial goal angles in the 4 m condition
and (b) different initial goal distances in the 20◦ condition.

tion increases with goal angle and decreases with goal
distance:

fg(φ − ψg, dg) = kg(φ − ψg)(e−c1dg + c2) (2)

Thus, in the model the goal’s influence increases lin-
early with goal angle up to 180◦ (see Fig. 4(a)) and de-
creases exponentially with goal distance (see Fig. 4(b)).
Note that this influence asymptotes to some minimum
non-zero value as goal distance increases, enabling the
agent to steer toward distant goals. The “stiffness” pa-
rameter kg is a gain term for the goal component, c1 sets
the rate of exponential decay with goal distance, and c2

scales the minimum acceleration toward distant goals.
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human locomotion: obstacle

humans walk toward goal at 10 m distance

after walking 1 m, an obstacle appears at 1, 2, 4, 
or 8 deg from heading and a distance of 3, 4, or 
5 m 



human locomotion: obstacle

=> turning rate 
away from 
obstacle 
decreased with 
obstacle angle 

=> and with 
obstacle distance 
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(a)

(b)

Figure 3. Human trajectories for turning away from an obstacle
in Experiment 2 (turning rate (φ̇) vs. goal angle (φ − ψg)). Curves
correspond to (a) different initial obstacle angles in the 4 m condition
and (b) different initial obstacle distances in the 4◦ condition.

Likewise, the obstacle function fo(φ − ψo, do) was
chosen to reflect the findings that the influence of the
obstacle on angular acceleration decreases with both
obstacle angle and distance:

fo(φ − ψo, do) = ko(φ − ψo)
(

e−c3|φ−ψo|
)

(e−c4do ) (3)

In this case, the obstacle’s influence decreases expo-
nentially with obstacle angle (see Fig. 4(c)) as well as
with obstacle distance (see Fig. 4(d)). The parameter
ko is a gain term for the obstacle component, c3 sets the
rate of decay with obstacle angle, and c4 sets the rate
of decay with obstacle distance. Note that for small
obstacle angles, acceleration away from the obstacle

increases with obstacle angle, such that the function is
continuous and there is a repellor at an obstacle angle
of zero. Unlike the goal component, the obstacle influ-
ence decreases to zero as distance goes to infinity. When
parameterized to fit the human data, these two exponen-
tials imply that only obstacles within ±30◦ of the head-
ing direction and less than 4 m ahead exert an appre-
ciable influence on steering behavior. Note that the ex-
ponential terms introduce nonlinearity into the system.

Thus, the full model is:

φ̈ = −bφ̇ − kg(φ − ψg)(e−c1dg + c2)

+ ko(φ − ψo)
(

e−c3|φ−ψo|
)

(e−c4do ) (4)

In principle, additional obstacles in the environment
can be included by simply adding terms to the equa-
tion. The model thus scales linearly with the complex-
ity of the scene, and doesn’t blow up in complicated
environments (Large et al., 1999). Furthermore, only
obstacles near the heading direction and a few meters
ahead need to be evaluated, making the model compu-
tationally quite tractable. The agent therefore does not
need a memory representation of the entire scene; as
long as the goal location is available to the agent’s sen-
sors, route selection is performed simply on the basis
of the obstacles within a small spatial window ahead.

Simulations

We simulated the model under a variety of conditions
to test its success in steering toward goals, avoiding
obstacles and selecting routes. The conditions used for
the first two sets of simulations were identical to those
used in the two preceding human experiments, and their
purpose was to test the adequacy of Eq. (4) as a model
of human behavior. The next step was to test the model
in more complex scenes containing one or more ob-
stacles in which multiple routes around the obstacle(s)
are possible. These simulations were intended to reveal
how goal and obstacle components interact to perform
route selection.

Simulation #1: Steering Toward a Goal

We simulated the model under the same conditions used
in Experiment 1 on steering toward a goal, to identify
the single set of parameters for the goal component
that best fit the data. Simulations were compared with
the mean time series of goal angle in the human data
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heading direction 
as dynamical 
variable
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scenes in which the locations of goals and obstacles
are currently accessible. Navigation in complex envi-
ronments (e.g. mazes) is likely to require more sophisti-
cated strategies based on more global knowledge of the
environment.

A Dynamical Framework for Steering
and Obstacle Avoidance

Consider an agent moving through a simple environ-
ment with a constant speed s and a direction of loco-
motion φ, which we will refer to as the heading, de-
fined with respect to a fixed allocentric reference axis
(Fig. 1). From the agent’s current position, a goal lies
in the directionψg at a distance dg , and an obstacle lies
in the direction ψo at a distance do. To steer toward the
goal, the agent must turn its heading in the direction of
the goal, such that φ=ψg and φ̇= 0. At the same time,
the agent must turn away from the obstacle, such that
φ !=ψo when φ̇= 0. Thus, the intended state of steering
toward the goal can be expressed by particular values
of φ and φ̇, and the avoided state of steering toward the
obstacle can be expressed by different values of φ and
φ̇. Because φ and φ̇ provide a set of variables that can

Figure 1. Plan view of an observer moving through an environ-
ment containing a goal and an obstacle. The dotted line is a fixed,
exocentric reference line used to define the observer’s direction of
locomotion (φ), the direction of the goal (ψg) and the direction of
the obstacle (ψo). dg and do correspond to the distance from the
observer to the goal and obstacle, respectively.

be used to express the current state of the system, as
well as intended and avoided states, we adopt φ and φ̇
as behavioral variables.

We next develop a model in the form of a system of
differential equations that describes how the behavioral
variables change over time, analogous to a mass-spring
system. Broadly speaking, the model consists of three
components: a goal component, an obstacle compo-
nent, and a damping term. The damping term opposes
turning, and we assume it is a monotonically increasing
function of φ̇ and is independent of φ. The goal compo-
nent determines how the egocentric location of a goal
contributes to angular acceleration (φ̈), and is assumed
to be a function of the current goal angle (φ−ψg) and
goal distance (dg). Finally, the obstacle component de-
termines the contribution of each obstacle in the scene
and is assumed to be a function of the obstacle angle
(φ−ψo) and possibly obstacle distance (do). Taken to-
gether, the general form of the model is:

φ̈ = − fd (φ̇) − fg(φ−ψg, dg)

+
#obstacles∑

i=1

fo
(

φ − ψoi , doi

)

(1)

where fd is the damping function, fg is the goal
function, fo is obstacle function, and the subscript i is
the index of each obstacle in the scene. Although the
motion of the agent to a new (x, z) position in the en-
vironment will alter ψg , dg,ψo, and do, these variables
can be rewritten as functions of x and z (see Appendix).
The agent-environment system is thus completely de-
scribed by a four-dimensional system of equations, for
to predict the agent’s future position we need to know
its current position (x, z), heading (φ), and turning rate
(φ̇), assuming that speed is constant. (See Appendix
for the complete set of equations.) Note, however, that
at this stage the agent and objects are simply treated as
points.

The precise manner in which the agent turns toward
goals and away from obstacles is determined by the
form of each function, and reflected in the shape of the
trajectory through the space of behavioral variables. To
select the form of each function, we turned to empirical
observations of human walking. We designed a series
of experiments intended to measure how the angles and
distances to goals and obstacles influence the turning
rate. These observations were then used to specify the
form of goal and obstacle functions and estimate pa-
rameter values in the dynamical model.
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first order dynamics dot 
phi = f(phi) not quite 
consistent with 
dependence on initial 
heading… 

but overall shape of phidot 
vs phi and distance 
dependence consistent 
with attractor dynamics 
approach to heading 
direction
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correspond to (a) different initial goal angles in the 4 m condition
and (b) different initial goal distances in the 20◦ condition.

tion increases with goal angle and decreases with goal
distance:

fg(φ − ψg, dg) = kg(φ − ψg)(e−c1dg + c2) (2)

Thus, in the model the goal’s influence increases lin-
early with goal angle up to 180◦ (see Fig. 4(a)) and de-
creases exponentially with goal distance (see Fig. 4(b)).
Note that this influence asymptotes to some minimum
non-zero value as goal distance increases, enabling the
agent to steer toward distant goals. The “stiffness” pa-
rameter kg is a gain term for the goal component, c1 sets
the rate of exponential decay with goal distance, and c2

scales the minimum acceleration toward distant goals.
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(a)

(b)

Figure 3. Human trajectories for turning away from an obstacle
in Experiment 2 (turning rate (φ̇) vs. goal angle (φ − ψg)). Curves
correspond to (a) different initial obstacle angles in the 4 m condition
and (b) different initial obstacle distances in the 4◦ condition.

Likewise, the obstacle function fo(φ − ψo, do) was
chosen to reflect the findings that the influence of the
obstacle on angular acceleration decreases with both
obstacle angle and distance:

fo(φ − ψo, do) = ko(φ − ψo)
(

e−c3|φ−ψo|
)

(e−c4do ) (3)

In this case, the obstacle’s influence decreases expo-
nentially with obstacle angle (see Fig. 4(c)) as well as
with obstacle distance (see Fig. 4(d)). The parameter
ko is a gain term for the obstacle component, c3 sets the
rate of decay with obstacle angle, and c4 sets the rate
of decay with obstacle distance. Note that for small
obstacle angles, acceleration away from the obstacle

increases with obstacle angle, such that the function is
continuous and there is a repellor at an obstacle angle
of zero. Unlike the goal component, the obstacle influ-
ence decreases to zero as distance goes to infinity. When
parameterized to fit the human data, these two exponen-
tials imply that only obstacles within ±30◦ of the head-
ing direction and less than 4 m ahead exert an appre-
ciable influence on steering behavior. Note that the ex-
ponential terms introduce nonlinearity into the system.

Thus, the full model is:

φ̈ = −bφ̇ − kg(φ − ψg)(e−c1dg + c2)

+ ko(φ − ψo)
(

e−c3|φ−ψo|
)

(e−c4do ) (4)

In principle, additional obstacles in the environment
can be included by simply adding terms to the equa-
tion. The model thus scales linearly with the complex-
ity of the scene, and doesn’t blow up in complicated
environments (Large et al., 1999). Furthermore, only
obstacles near the heading direction and a few meters
ahead need to be evaluated, making the model compu-
tationally quite tractable. The agent therefore does not
need a memory representation of the entire scene; as
long as the goal location is available to the agent’s sen-
sors, route selection is performed simply on the basis
of the obstacles within a small spatial window ahead.

Simulations

We simulated the model under a variety of conditions
to test its success in steering toward goals, avoiding
obstacles and selecting routes. The conditions used for
the first two sets of simulations were identical to those
used in the two preceding human experiments, and their
purpose was to test the adequacy of Eq. (4) as a model
of human behavior. The next step was to test the model
in more complex scenes containing one or more ob-
stacles in which multiple routes around the obstacle(s)
are possible. These simulations were intended to reveal
how goal and obstacle components interact to perform
route selection.

Simulation #1: Steering Toward a Goal

We simulated the model under the same conditions used
in Experiment 1 on steering toward a goal, to identify
the single set of parameters for the goal component
that best fit the data. Simulations were compared with
the mean time series of goal angle in the human data
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Figure 3. Human trajectories for turning away from an obstacle
in Experiment 2 (turning rate (φ̇) vs. goal angle (φ − ψg)). Curves
correspond to (a) different initial obstacle angles in the 4 m condition
and (b) different initial obstacle distances in the 4◦ condition.

Likewise, the obstacle function fo(φ − ψo, do) was
chosen to reflect the findings that the influence of the
obstacle on angular acceleration decreases with both
obstacle angle and distance:

fo(φ − ψo, do) = ko(φ − ψo)
(

e−c3|φ−ψo|
)

(e−c4do ) (3)

In this case, the obstacle’s influence decreases expo-
nentially with obstacle angle (see Fig. 4(c)) as well as
with obstacle distance (see Fig. 4(d)). The parameter
ko is a gain term for the obstacle component, c3 sets the
rate of decay with obstacle angle, and c4 sets the rate
of decay with obstacle distance. Note that for small
obstacle angles, acceleration away from the obstacle

increases with obstacle angle, such that the function is
continuous and there is a repellor at an obstacle angle
of zero. Unlike the goal component, the obstacle influ-
ence decreases to zero as distance goes to infinity. When
parameterized to fit the human data, these two exponen-
tials imply that only obstacles within ±30◦ of the head-
ing direction and less than 4 m ahead exert an appre-
ciable influence on steering behavior. Note that the ex-
ponential terms introduce nonlinearity into the system.

Thus, the full model is:

φ̈ = −bφ̇ − kg(φ − ψg)(e−c1dg + c2)

+ ko(φ − ψo)
(

e−c3|φ−ψo|
)

(e−c4do ) (4)

In principle, additional obstacles in the environment
can be included by simply adding terms to the equa-
tion. The model thus scales linearly with the complex-
ity of the scene, and doesn’t blow up in complicated
environments (Large et al., 1999). Furthermore, only
obstacles near the heading direction and a few meters
ahead need to be evaluated, making the model compu-
tationally quite tractable. The agent therefore does not
need a memory representation of the entire scene; as
long as the goal location is available to the agent’s sen-
sors, route selection is performed simply on the basis
of the obstacles within a small spatial window ahead.

Simulations

We simulated the model under a variety of conditions
to test its success in steering toward goals, avoiding
obstacles and selecting routes. The conditions used for
the first two sets of simulations were identical to those
used in the two preceding human experiments, and their
purpose was to test the adequacy of Eq. (4) as a model
of human behavior. The next step was to test the model
in more complex scenes containing one or more ob-
stacles in which multiple routes around the obstacle(s)
are possible. These simulations were intended to reveal
how goal and obstacle components interact to perform
route selection.

Simulation #1: Steering Toward a Goal

We simulated the model under the same conditions used
in Experiment 1 on steering toward a goal, to identify
the single set of parameters for the goal component
that best fit the data. Simulations were compared with
the mean time series of goal angle in the human data

attractor goal heading

repellor obstacle heading
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Figure 4. Plots of (a) goal angle term, (b) goal distance term, (c) obstacle angle term, and (d) obstacle distance term from Eq. (4).

using a least-squares analysis, as the four parameters
were systematically varied. The best fit (r2 = 0.982)
was found with parameter values of b = 3.25, kg =
7.50, c1 = 0.40, and c2 = 0.40. Using these settings,
the model produced paths to the goal that were virtu-
ally identical with human subjects (Fig. 5), turning at
a rate that depended on goal angle and distance in a
similar manner. Specifically, turning rate and angular
acceleration increased with goal angle (Fig. 6(a)) and
decreased with goal distance (Fig. 6(b)).

Simulation #2: Avoiding an Obstacle

Adding a single obstacle component, we simulated the
model under the conditions used in Experiment 2. We
used the parameter settings found in the previous sim-
ulation for the goal component, and fit the three pa-
rameters for the obstacle component in the same man-
ner as before. The best fitting obstacle values (mean
r2 = 0.975) were ko = 198.0, c3 = 6.5, and c4 = 0.8.
Using these settings, the model successfully detoured
around the obstacle to the goal on paths very similar to
those of human subjects (Fig. 7). The turning rate and
acceleration away from the obstacle decreased with ob-
stacle angle (see Fig. 8(a)) and decreased with obstacle
distance (see Fig. 8(b)), reproducing the characteris-
tics of human obstacle avoidance behavior. Thus, the

model exhibits both a good quantitative and qualitative
fit to the human behavior observed in Experiments 1
and 2.

Simulation #3: Route Selection

To see whether the model could predict the routes hu-
mans would select through somewhat more complex
scenes, we performed simulations with a variety of
other goal and obstacle configurations. Because the
model functions in real-time, behavior is determined
entirely by the interaction of goal and obstacle compo-
nents, whose influence changes with the position, head-
ing and turning rate of the agent. How might goal and
obstacle components interact to determine the route?

Simulation #3a: Relative Position of Goal and One
Obstacle. Consider the situation in which the direc-
tion of the obstacle lies in between the direction of
heading and the direction of the goal (see Fig. 9). In
this case, the agent could take either an outside (left)
path or an inside (right) path around an obstacle. If
the agent’s behavior is determined by the interaction
of goal and obstacle components, and if the relative
“attraction” of the goal and “repulsion” of the obstacle
depend on their locations, then the offset angle between
the obstacle and goal and the goal distance should in-
fluence the agent’s route.

inertial term
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(a)
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Figure 3. Human trajectories for turning away from an obstacle
in Experiment 2 (turning rate (φ̇) vs. goal angle (φ − ψg)). Curves
correspond to (a) different initial obstacle angles in the 4 m condition
and (b) different initial obstacle distances in the 4◦ condition.

Likewise, the obstacle function fo(φ − ψo, do) was
chosen to reflect the findings that the influence of the
obstacle on angular acceleration decreases with both
obstacle angle and distance:

fo(φ − ψo, do) = ko(φ − ψo)
(

e−c3|φ−ψo|
)

(e−c4do ) (3)

In this case, the obstacle’s influence decreases expo-
nentially with obstacle angle (see Fig. 4(c)) as well as
with obstacle distance (see Fig. 4(d)). The parameter
ko is a gain term for the obstacle component, c3 sets the
rate of decay with obstacle angle, and c4 sets the rate
of decay with obstacle distance. Note that for small
obstacle angles, acceleration away from the obstacle

increases with obstacle angle, such that the function is
continuous and there is a repellor at an obstacle angle
of zero. Unlike the goal component, the obstacle influ-
ence decreases to zero as distance goes to infinity. When
parameterized to fit the human data, these two exponen-
tials imply that only obstacles within ±30◦ of the head-
ing direction and less than 4 m ahead exert an appre-
ciable influence on steering behavior. Note that the ex-
ponential terms introduce nonlinearity into the system.

Thus, the full model is:

φ̈ = −bφ̇ − kg(φ − ψg)(e−c1dg + c2)

+ ko(φ − ψo)
(

e−c3|φ−ψo|
)

(e−c4do ) (4)

In principle, additional obstacles in the environment
can be included by simply adding terms to the equa-
tion. The model thus scales linearly with the complex-
ity of the scene, and doesn’t blow up in complicated
environments (Large et al., 1999). Furthermore, only
obstacles near the heading direction and a few meters
ahead need to be evaluated, making the model compu-
tationally quite tractable. The agent therefore does not
need a memory representation of the entire scene; as
long as the goal location is available to the agent’s sen-
sors, route selection is performed simply on the basis
of the obstacles within a small spatial window ahead.

Simulations

We simulated the model under a variety of conditions
to test its success in steering toward goals, avoiding
obstacles and selecting routes. The conditions used for
the first two sets of simulations were identical to those
used in the two preceding human experiments, and their
purpose was to test the adequacy of Eq. (4) as a model
of human behavior. The next step was to test the model
in more complex scenes containing one or more ob-
stacles in which multiple routes around the obstacle(s)
are possible. These simulations were intended to reveal
how goal and obstacle components interact to perform
route selection.

Simulation #1: Steering Toward a Goal

We simulated the model under the same conditions used
in Experiment 1 on steering toward a goal, to identify
the single set of parameters for the goal component
that best fit the data. Simulations were compared with
the mean time series of goal angle in the human data

attractor goal heading

repellor obstacle heading
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(a)

(b)

Figure 5. Paths produced by model to goals located at (a) 5◦, 10◦,
15◦, 20◦, and 25◦ and 4 m and (b) 2, 4, and 8 m in the 20◦ condition
in Simulation #1.

We tested the model using configurations of goals
and obstacles similar to those in Fig. 9. Keeping the
initial goal angle constant at 15◦ and the initial obsta-
cle distance constant at 4 m, we varied the initial goal
distance between 5 m and 9 m, and the initial offset an-
gle between 1◦ and 15◦. We found effects of both initial
goal distance and initial offset angle. Using the fixed
parameters determined in Simulations #1 and #2, the
agent selects an outside route for offset angles ≤7◦, and
an inside path for angles ≥10◦. For angles between 7◦

and 10◦, the agent takes an outside route for larger goal
distances and switches to an inside route for smaller
goal distances (Fig. 10).

(a)

(b)

Figure 6. Model trajectories in Simulation #1 (turning rate (φ̇) vs.
goal angle (φ − ψg)). Curves correspond to (a) initial goal angle in
the 4 m condition and (b) initial goal distance in the 20◦ condition.

The effect of initial goal distance is a consequence
of the fact that the attractive strength of the goal, and
hence angular acceleration toward the goal, increases
as the goal gets nearer. The effect of offset angle is
a consequence of the trade-off between the attractive
strength of the goal, which increases with angle, and the
repulsive strength of the obstacle, which decreases with
angle. Initially, the goal component dominates, turning
the agent in the direction of the goal. The resulting de-
crease in both goal and obstacle angle decreases the
attractive strength of the goal and increases the repul-
sive strength of the obstacle. Whether the agent follows
an inside or outside route depends on which component
dominates as the agent heads toward the obstacle. For
large offset angles, the goal angle is relatively large

16 Fajen et al.

Human Experiments

Three experiments were designed to reveal the fac-
tors that influence how humans turn toward goals and
away from obstacles during walking (see Fajen and
Warren, 2003), for details). The studies were con-
ducted in the Virtual Environment Navigation Lab
(VENLab) at Brown University. The VENLab consists
of a 12 m × 12 m room in which subjects are able to
walk around freely while wearing a head-mounted dis-
play (HMD). A hybrid inertial and ultrasonic tracker
mounted in the ceiling tracks the position and orien-
tation of the HMD. This information is fed back to a
high-performance graphics workstation, which updates
the visual display presented in the HMD. This facility
allows us to manipulate both the structure of the en-
vironment and the visual information presented to the
observer in real-time, while simultaneously recording
ongoing behavior in naturalistic tasks.

The first experiment examined the simple case of
walking toward a goal, while the second examined
avoiding a single obstacle en route to a goal. In
Experiment 1, observers began each trial by walking
in a specified direction. After walking 1 m, a goal
appeared at an angle of φ − ψg = 5◦, 10◦, 15◦, 20◦,
or 25◦ from the heading direction and a distance of
dg = 2, 4, or 8 m. Observers were simply asked to
walk to the goal. The major findings of Experiment 1
were that the turning rate and angular acceleration to-
ward goals increased with goal angle (see Fig. 2(a))
but decreased with goal distance (see Fig. 2(b)). In
Experiment 2, observers began walking toward a goal
located straight ahead at a distance of 10 m. After
walking 1 m, the obstacle appeared at an angle of
φ − ψo = 1◦, 2◦, 4◦, or 8◦ from the heading direction
and a distance of do = 3, 4, or 5 m. The major findings
of Experiment 2 were that the turning rate and angular
acceleration away from obstacles decreased with both
obstacle angle (see Fig. 3(a)) and obstacle distance (see
Fig. 3(b)).

The Model

These empirical observations were used to specify
the dynamical model of steering and obstacle avoid-
ance. First, for purposes of simplicity, we assumed that
damping would be proportional to turning rate, such
that fd (φ̇) = bφ̇, for some constant b > 0. The goal
function fg(φ−ψg , dg) was chosen to reflect the find-
ings that the influence of the goal on angular accelera-

(a)

(b)

Figure 2. Human trajectories for turning toward a goal in
Experiment 1 (turning rate (φ̇) vs. goal angle (φ − ψg)). Curves
correspond to (a) different initial goal angles in the 4 m condition
and (b) different initial goal distances in the 20◦ condition.

tion increases with goal angle and decreases with goal
distance:

fg(φ − ψg, dg) = kg(φ − ψg)(e−c1dg + c2) (2)

Thus, in the model the goal’s influence increases lin-
early with goal angle up to 180◦ (see Fig. 4(a)) and de-
creases exponentially with goal distance (see Fig. 4(b)).
Note that this influence asymptotes to some minimum
non-zero value as goal distance increases, enabling the
agent to steer toward distant goals. The “stiffness” pa-
rameter kg is a gain term for the goal component, c1 sets
the rate of exponential decay with goal distance, and c2

scales the minimum acceleration toward distant goals.

experiment model
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Figure 7. Paths produced by model around obstacles located at 4◦

and 3, 4 or 5 m in Simulation #2.

(a)

(b)

Figure 8. Model trajectories in Simulation #2 (turning rate (φ̇) vs.
goal angle (φ−ψg)). Curves correspond to (a) initial obstacle angle in
the 4 m condition and (b) initial obstacle distance in the 4◦ condition.

Figure 9. Configuration of goal and obstacle used in Simulation
#3a.

as the agent turns toward the obstacle. Hence, goal at-
traction overcomes obstacle repulsion resulting in an
inside route. For small offset angles, the goal angle is
relatively small as the agent turns toward the obstacle.
Hence, obstacle repulsion overcomes goal attraction,
forcing the agent along an outside route. Thus, the deep
structure of the observed route selection is represented
in the behavioral dynamics.

To evaluate the model’s predictive ability, we tested
for these effects of initial offset angle and initial goal
distance in humans. As in Experiments 1 and 2, subjects
began walking in a specified direction. After walking

Figure 10. Paths produced by the model to goals located at 15◦ and
5, 7, or 9 m. Goal-obstacle offset angle is 8◦ and obstacle distance is
4 m.
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(a)

(b)

Figure 3. Human trajectories for turning away from an obstacle
in Experiment 2 (turning rate (φ̇) vs. goal angle (φ − ψg)). Curves
correspond to (a) different initial obstacle angles in the 4 m condition
and (b) different initial obstacle distances in the 4◦ condition.

Likewise, the obstacle function fo(φ − ψo, do) was
chosen to reflect the findings that the influence of the
obstacle on angular acceleration decreases with both
obstacle angle and distance:

fo(φ − ψo, do) = ko(φ − ψo)
(

e−c3|φ−ψo|
)

(e−c4do ) (3)

In this case, the obstacle’s influence decreases expo-
nentially with obstacle angle (see Fig. 4(c)) as well as
with obstacle distance (see Fig. 4(d)). The parameter
ko is a gain term for the obstacle component, c3 sets the
rate of decay with obstacle angle, and c4 sets the rate
of decay with obstacle distance. Note that for small
obstacle angles, acceleration away from the obstacle

increases with obstacle angle, such that the function is
continuous and there is a repellor at an obstacle angle
of zero. Unlike the goal component, the obstacle influ-
ence decreases to zero as distance goes to infinity. When
parameterized to fit the human data, these two exponen-
tials imply that only obstacles within ±30◦ of the head-
ing direction and less than 4 m ahead exert an appre-
ciable influence on steering behavior. Note that the ex-
ponential terms introduce nonlinearity into the system.

Thus, the full model is:

φ̈ = −bφ̇ − kg(φ − ψg)(e−c1dg + c2)

+ ko(φ − ψo)
(

e−c3|φ−ψo|
)

(e−c4do ) (4)

In principle, additional obstacles in the environment
can be included by simply adding terms to the equa-
tion. The model thus scales linearly with the complex-
ity of the scene, and doesn’t blow up in complicated
environments (Large et al., 1999). Furthermore, only
obstacles near the heading direction and a few meters
ahead need to be evaluated, making the model compu-
tationally quite tractable. The agent therefore does not
need a memory representation of the entire scene; as
long as the goal location is available to the agent’s sen-
sors, route selection is performed simply on the basis
of the obstacles within a small spatial window ahead.

Simulations

We simulated the model under a variety of conditions
to test its success in steering toward goals, avoiding
obstacles and selecting routes. The conditions used for
the first two sets of simulations were identical to those
used in the two preceding human experiments, and their
purpose was to test the adequacy of Eq. (4) as a model
of human behavior. The next step was to test the model
in more complex scenes containing one or more ob-
stacles in which multiple routes around the obstacle(s)
are possible. These simulations were intended to reveal
how goal and obstacle components interact to perform
route selection.

Simulation #1: Steering Toward a Goal

We simulated the model under the same conditions used
in Experiment 1 on steering toward a goal, to identify
the single set of parameters for the goal component
that best fit the data. Simulations were compared with
the mean time series of goal angle in the human data
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(a)

(b)

Figure 5. Paths produced by model to goals located at (a) 5◦, 10◦,
15◦, 20◦, and 25◦ and 4 m and (b) 2, 4, and 8 m in the 20◦ condition
in Simulation #1.

We tested the model using configurations of goals
and obstacles similar to those in Fig. 9. Keeping the
initial goal angle constant at 15◦ and the initial obsta-
cle distance constant at 4 m, we varied the initial goal
distance between 5 m and 9 m, and the initial offset an-
gle between 1◦ and 15◦. We found effects of both initial
goal distance and initial offset angle. Using the fixed
parameters determined in Simulations #1 and #2, the
agent selects an outside route for offset angles ≤7◦, and
an inside path for angles ≥10◦. For angles between 7◦

and 10◦, the agent takes an outside route for larger goal
distances and switches to an inside route for smaller
goal distances (Fig. 10).

(a)

(b)

Figure 6. Model trajectories in Simulation #1 (turning rate (φ̇) vs.
goal angle (φ − ψg)). Curves correspond to (a) initial goal angle in
the 4 m condition and (b) initial goal distance in the 20◦ condition.

The effect of initial goal distance is a consequence
of the fact that the attractive strength of the goal, and
hence angular acceleration toward the goal, increases
as the goal gets nearer. The effect of offset angle is
a consequence of the trade-off between the attractive
strength of the goal, which increases with angle, and the
repulsive strength of the obstacle, which decreases with
angle. Initially, the goal component dominates, turning
the agent in the direction of the goal. The resulting de-
crease in both goal and obstacle angle decreases the
attractive strength of the goal and increases the repul-
sive strength of the obstacle. Whether the agent follows
an inside or outside route depends on which component
dominates as the agent heads toward the obstacle. For
large offset angles, the goal angle is relatively large
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Figure 7. Paths produced by model around obstacles located at 4◦

and 3, 4 or 5 m in Simulation #2.

(a)

(b)

Figure 8. Model trajectories in Simulation #2 (turning rate (φ̇) vs.
goal angle (φ−ψg)). Curves correspond to (a) initial obstacle angle in
the 4 m condition and (b) initial obstacle distance in the 4◦ condition.

Figure 9. Configuration of goal and obstacle used in Simulation
#3a.

as the agent turns toward the obstacle. Hence, goal at-
traction overcomes obstacle repulsion resulting in an
inside route. For small offset angles, the goal angle is
relatively small as the agent turns toward the obstacle.
Hence, obstacle repulsion overcomes goal attraction,
forcing the agent along an outside route. Thus, the deep
structure of the observed route selection is represented
in the behavioral dynamics.

To evaluate the model’s predictive ability, we tested
for these effects of initial offset angle and initial goal
distance in humans. As in Experiments 1 and 2, subjects
began walking in a specified direction. After walking

Figure 10. Paths produced by the model to goals located at 15◦ and
5, 7, or 9 m. Goal-obstacle offset angle is 8◦ and obstacle distance is
4 m.
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Figure 7. Paths produced by model around obstacles located at 4◦

and 3, 4 or 5 m in Simulation #2.

(a)

(b)

Figure 8. Model trajectories in Simulation #2 (turning rate (φ̇) vs.
goal angle (φ−ψg)). Curves correspond to (a) initial obstacle angle in
the 4 m condition and (b) initial obstacle distance in the 4◦ condition.

Figure 9. Configuration of goal and obstacle used in Simulation
#3a.

as the agent turns toward the obstacle. Hence, goal at-
traction overcomes obstacle repulsion resulting in an
inside route. For small offset angles, the goal angle is
relatively small as the agent turns toward the obstacle.
Hence, obstacle repulsion overcomes goal attraction,
forcing the agent along an outside route. Thus, the deep
structure of the observed route selection is represented
in the behavioral dynamics.

To evaluate the model’s predictive ability, we tested
for these effects of initial offset angle and initial goal
distance in humans. As in Experiments 1 and 2, subjects
began walking in a specified direction. After walking

Figure 10. Paths produced by the model to goals located at 15◦ and
5, 7, or 9 m. Goal-obstacle offset angle is 8◦ and obstacle distance is
4 m.
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1 m, a goal and obstacle appeared simultaneously. Ini-
tial goal angle was fixed at 15◦ and initial obstacle
distance at 4 m. We varied initial goal distance be-
tween 5, 7, and 9 m and initial offset angle between
1◦, 2◦, 4◦, and 8◦ (Fig. 9). Means paths for each con-
dition of initial offset angle are shown in Fig. 11(a).
Although observers took both inside and outside paths
in each condition, the percentage of inside paths de-
creased with initial goal distance and increased with
offset angle (see Fig. 11(b)). Both effects are consis-
tent with the predictions of the model. The distribution
of paths could presumably be reproduced by adding a
noise term to the model.

Interestingly, the shift to inside paths occurred at
somewhat larger offset angles for the model (7–10◦)

(a)

(b)

Figure 11. (a) Mean paths and (b) percentage of inside paths pro-
duced by humans under conditions used in Simulation #3a.

than for human participants (2–4◦). Thus, the param-
eter settings derived from Experiments 1 and 2 yield
behavior that is somewhat biased toward outside paths.
One reason for this may be that the first two experiments
sampled a limited range of conditions, and in particu-
lar did not include cases in which participants crossed
in front of the obstacle to reach the goal. It is possible
that they adapted their behavior (adjusted their “param-
eters”) to these special conditions, with the result that
the parameter fits did not generalize precisely to a wider
range of conditions. We thus performed a second set of
simulations to determine whether we could reproduce
the pattern of routes observed in Experiment 3 with a
minimal change in parameters. Adjusting a single pa-
rameter, c4, from 0.8 to 1.6, was sufficient to induce the
shift from an outside to an inside path at offset angles
between 1◦ and 4◦. The c4 parameter determines the
decay rate of obstacle repulsion as a function of dis-
tance, and increasing it results in somewhat “riskier”
behavior. Thus, the model successfully predicted the
qualitative effects of initial goal distance and initial
offset angle on route selection, and with a minor ad-
justment to one parameter reproduced the quantitative
properties of the human data.

Simulation #3b: Relative Position of Two Obstacles.
Whereas Simulation #3a was intended to reveal how
goal and obstacle components interact, Simulation #3b
focused on the interaction of two obstacle components.
Specifically, we wanted to determine how the location
of a distant obstacle affects the agent’s route around a
nearby obstacle. In this set of simulations, the initial
angle (0◦) and distance (9 m) of the goal was fixed, as
was the initial angle (0.5◦) and distance (4 m) of the
nearby obstacle. We manipulated the initial angle of the
distant obstacle while keeping its initial distance fixed
at 4.5 m (Fig. 12(a)). When the angle of the distant
obstacle was close to zero (−0.5◦), the agent detoured
to the left of both obstacles (Fig. 12(b)). As that angle
grew slightly (−5◦), the agent detoured to the right of
both obstacles (Fig. 12(c)). Finally, as the angle opened
further (−15◦), the agent switched to a route between
the two obstacles (Fig. 12(d)).

The agent appears to be making intelligent route se-
lection decisions, choosing the route that is most effi-
cient for the given configuration of obstacles. It is easy
to see, however, how these “choices” emerge from the
interaction of the two obstacle components. Because
the two obstacles are initially on opposite sides of the
agent’s heading, they oppose one another. When the
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Conclusion

the attractor dynamic model can account for 
human locomotory behavior in target 
acquisition and obstacle avoidance 


