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Fig. 1. The cooperative robotic assistant, CoRA.

peaks of activation through mutual excitation of neighboring field
sites and global inhibition among all field sites (Amari, 1977). These
peaks are attractor states of the neuronal dynamics, which may
coexist bistably with subthreshold distributions of activation and
may go through instabilities. Localized peaks lay down a dynamic
memory trace, which in turn provides input preactivating the field
when new sensory inputs are supplied (Erlhagen & Schöner, 2002;
Thelen, Schöner, Scheier, & Smith, 2001). The memory trace thus
preshapes the field, making it easier to induce localized peaks in
those locations where such peaks had previously been generated.
The dynamic field concept was first applied to robotics by Engels
and Schöner (1995) and Schöner, Dose, and Engels (1995) as a way
to implement a subsymbolic formofmemory and later as amethod
to stabilize decisions about movement targets and stabilize these
in the face of fluctuating sensory input (Bicho, Mallet, & Schöner,
2000).

In this paper, we show how the framework of dynamic
field theory can be used to develop solutions for parts of the
scene representation problem. Specifically, we build a system in
which a small number of very simple feature dimensions are
represented by dynamic fields. These fields interact to build a
simple feature representation of visual objects. In an ongoing
learning process, memory traces are accumulated for different
objects under interactive guidance by the human user. The system
is capable of recognizing objects in new poses after a very small
number of views have been acquired. The system lends itself
to integration into a user-centered service robotics scenario as
we demonstrate through an implementation on the service robot
CoRA, which is equipped with an active stereo camera system and
shares a workspace with the human user (Iossifidis, Theis, Grote,
Faubel, & Schöner, 2003).

2. Methods

2.1. The cooperative robotic assistant CoRA

The anthropomorphic service robot CoRA, depicted in Fig. 1,
was designed to facilitate interaction with human users. The
robotic arm has the same seven degrees of freedom as the human
arm and is controlled by a neuronally inspired attractor dynamics
which generates human-like trajectories that are easily predictable
by the human user (Iossifidis & Schöner, 2004). CoRA has multiple
sensory channels including artificial skin,moment sensing, gesture
recognition, and gaze tracking (Iossifidis et al., 2003), that provide
an intuitive user interface. Speech recognition (implemented
through a custom keyword recognition approach (Fink, 1999))

and speech synthesis enable discourse between user and robot.
The present work aims to extend this interface by providing
the capability to associate user keywords with objects to which
the user refers and to recognize these objects by activating the
keyword label when the object appears in new locations and
poses in the scene. For testing purposes, the speech interface was,
however, typically replaced by a keyboard interface as this speeds
up long test series.

2.2. Segmentation

The robotic arm is mounted on a white table, which is the
workspace shared between CoRA and the human user. Objects
on the table are segmented in two steps. First, all parts of the
image that do not belong to the table are masked based on the
known current geometry of the camera system relative to the
table. Second, pixels are categorized as belonging to objects vs.
to the table. Based on the assumption that the majority of pixels
belongs to the table, the maximum of the grayvalue distribution
is tracked and a Gaussian distribution of fixed width is centered
around it. All pixels within this Gaussian distribution are marked
as pixels belonging to the table. The tracking mechanism enables
correct object-table segmentation even under changing lighting
conditions. Having segmented the image into regions belonging
and not belonging to the table, we apply a cluster algorithm
that fuses connected components into object hypotheses, each
consisting of a blob of pixels (Born & Voelpel, 1995). In the current
implementation, the user selects an individual cluster through a
graphical user interface. More advanced interfaces will make user
of human gesture (Theis, Iossifidis, & Steinhage, 2001).

2.3. Feature extraction

From the color image in the segmented blob we extract
estimates of three feature dimension that describe the segment
as a whole: (a) color; (b) size; (c) aspect ratio (see Fig. 2). Color
is represented by the color histogram over the segment, which
provides directly the input to the label-color dynamic field. (a)
Color is represented in HSV space and only pixels with saturation
and intensity values above a threshold contribute. (b) The size of
the segment is computed from the number of pixels within the
segment. As the apparent size of objects in the image depends the
position of the object on the table, we transform the estimated
image size into an approximated object size based on an estimate
of the distance between the object and the focal plane of the
camera. This can be done by estimating the location of the object
(in terms of the center of the binary blob) on the table based
on the known camera-table geometry. Finally, (c) aspect ratio
is a simple form measure that is estimated by computing the
major axes of the binary blob and taking the ratio of the first two
eigenvalues. The major axes also provide information about the
orientation of the object on the table. We use this information to
approximately correct for perspective foreshortening. Note that
both the size and the shape estimates neglect the 3D form of
the object, so that the extracted measures are only approximately
invariant under view changes. Similarly, the color histogram is
not a true invariant because parts of the object surface will
typically occluded and may differ in color composition from the
visible portion. This leads to variance in all feature values as
view points are changed. The color histogram represents a form
of filtering. For the two scalar features, size and aspect ratio,
we compute 20 consecutive estimations in time, from which
histograms are generated, effectively suppressing outliers. These
histograms provide input to the corresponding label-feature fields.
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Fig. 1. The cooperative robotic assistant, CoRA.

peaks of activation through mutual excitation of neighboring field
sites and global inhibition among all field sites (Amari, 1977). These
peaks are attractor states of the neuronal dynamics, which may
coexist bistably with subthreshold distributions of activation and
may go through instabilities. Localized peaks lay down a dynamic
memory trace, which in turn provides input preactivating the field
when new sensory inputs are supplied (Erlhagen & Schöner, 2002;
Thelen, Schöner, Scheier, & Smith, 2001). The memory trace thus
preshapes the field, making it easier to induce localized peaks in
those locations where such peaks had previously been generated.
The dynamic field concept was first applied to robotics by Engels
and Schöner (1995) and Schöner, Dose, and Engels (1995) as a way
to implement a subsymbolic formofmemory and later as amethod
to stabilize decisions about movement targets and stabilize these
in the face of fluctuating sensory input (Bicho, Mallet, & Schöner,
2000).

In this paper, we show how the framework of dynamic
field theory can be used to develop solutions for parts of the
scene representation problem. Specifically, we build a system in
which a small number of very simple feature dimensions are
represented by dynamic fields. These fields interact to build a
simple feature representation of visual objects. In an ongoing
learning process, memory traces are accumulated for different
objects under interactive guidance by the human user. The system
is capable of recognizing objects in new poses after a very small
number of views have been acquired. The system lends itself
to integration into a user-centered service robotics scenario as
we demonstrate through an implementation on the service robot
CoRA, which is equipped with an active stereo camera system and
shares a workspace with the human user (Iossifidis, Theis, Grote,
Faubel, & Schöner, 2003).

2. Methods

2.1. The cooperative robotic assistant CoRA

The anthropomorphic service robot CoRA, depicted in Fig. 1,
was designed to facilitate interaction with human users. The
robotic arm has the same seven degrees of freedom as the human
arm and is controlled by a neuronally inspired attractor dynamics
which generates human-like trajectories that are easily predictable
by the human user (Iossifidis & Schöner, 2004). CoRA has multiple
sensory channels including artificial skin,moment sensing, gesture
recognition, and gaze tracking (Iossifidis et al., 2003), that provide
an intuitive user interface. Speech recognition (implemented
through a custom keyword recognition approach (Fink, 1999))

and speech synthesis enable discourse between user and robot.
The present work aims to extend this interface by providing
the capability to associate user keywords with objects to which
the user refers and to recognize these objects by activating the
keyword label when the object appears in new locations and
poses in the scene. For testing purposes, the speech interface was,
however, typically replaced by a keyboard interface as this speeds
up long test series.

2.2. Segmentation

The robotic arm is mounted on a white table, which is the
workspace shared between CoRA and the human user. Objects
on the table are segmented in two steps. First, all parts of the
image that do not belong to the table are masked based on the
known current geometry of the camera system relative to the
table. Second, pixels are categorized as belonging to objects vs.
to the table. Based on the assumption that the majority of pixels
belongs to the table, the maximum of the grayvalue distribution
is tracked and a Gaussian distribution of fixed width is centered
around it. All pixels within this Gaussian distribution are marked
as pixels belonging to the table. The tracking mechanism enables
correct object-table segmentation even under changing lighting
conditions. Having segmented the image into regions belonging
and not belonging to the table, we apply a cluster algorithm
that fuses connected components into object hypotheses, each
consisting of a blob of pixels (Born & Voelpel, 1995). In the current
implementation, the user selects an individual cluster through a
graphical user interface. More advanced interfaces will make user
of human gesture (Theis, Iossifidis, & Steinhage, 2001).

2.3. Feature extraction

From the color image in the segmented blob we extract
estimates of three feature dimension that describe the segment
as a whole: (a) color; (b) size; (c) aspect ratio (see Fig. 2). Color
is represented by the color histogram over the segment, which
provides directly the input to the label-color dynamic field. (a)
Color is represented in HSV space and only pixels with saturation
and intensity values above a threshold contribute. (b) The size of
the segment is computed from the number of pixels within the
segment. As the apparent size of objects in the image depends the
position of the object on the table, we transform the estimated
image size into an approximated object size based on an estimate
of the distance between the object and the focal plane of the
camera. This can be done by estimating the location of the object
(in terms of the center of the binary blob) on the table based
on the known camera-table geometry. Finally, (c) aspect ratio
is a simple form measure that is estimated by computing the
major axes of the binary blob and taking the ratio of the first two
eigenvalues. The major axes also provide information about the
orientation of the object on the table. We use this information to
approximately correct for perspective foreshortening. Note that
both the size and the shape estimates neglect the 3D form of
the object, so that the extracted measures are only approximately
invariant under view changes. Similarly, the color histogram is
not a true invariant because parts of the object surface will
typically occluded and may differ in color composition from the
visible portion. This leads to variance in all feature values as
view points are changed. The color histogram represents a form
of filtering. For the two scalar features, size and aspect ratio,
we compute 20 consecutive estimations in time, from which
histograms are generated, effectively suppressing outliers. These
histograms provide input to the corresponding label-feature fields.
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Fig. 1. The cooperative robotic assistant, CoRA.

peaks of activation through mutual excitation of neighboring field
sites and global inhibition among all field sites (Amari, 1977). These
peaks are attractor states of the neuronal dynamics, which may
coexist bistably with subthreshold distributions of activation and
may go through instabilities. Localized peaks lay down a dynamic
memory trace, which in turn provides input preactivating the field
when new sensory inputs are supplied (Erlhagen & Schöner, 2002;
Thelen, Schöner, Scheier, & Smith, 2001). The memory trace thus
preshapes the field, making it easier to induce localized peaks in
those locations where such peaks had previously been generated.
The dynamic field concept was first applied to robotics by Engels
and Schöner (1995) and Schöner, Dose, and Engels (1995) as a way
to implement a subsymbolic formofmemory and later as amethod
to stabilize decisions about movement targets and stabilize these
in the face of fluctuating sensory input (Bicho, Mallet, & Schöner,
2000).

In this paper, we show how the framework of dynamic
field theory can be used to develop solutions for parts of the
scene representation problem. Specifically, we build a system in
which a small number of very simple feature dimensions are
represented by dynamic fields. These fields interact to build a
simple feature representation of visual objects. In an ongoing
learning process, memory traces are accumulated for different
objects under interactive guidance by the human user. The system
is capable of recognizing objects in new poses after a very small
number of views have been acquired. The system lends itself
to integration into a user-centered service robotics scenario as
we demonstrate through an implementation on the service robot
CoRA, which is equipped with an active stereo camera system and
shares a workspace with the human user (Iossifidis, Theis, Grote,
Faubel, & Schöner, 2003).

2. Methods

2.1. The cooperative robotic assistant CoRA

The anthropomorphic service robot CoRA, depicted in Fig. 1,
was designed to facilitate interaction with human users. The
robotic arm has the same seven degrees of freedom as the human
arm and is controlled by a neuronally inspired attractor dynamics
which generates human-like trajectories that are easily predictable
by the human user (Iossifidis & Schöner, 2004). CoRA has multiple
sensory channels including artificial skin,moment sensing, gesture
recognition, and gaze tracking (Iossifidis et al., 2003), that provide
an intuitive user interface. Speech recognition (implemented
through a custom keyword recognition approach (Fink, 1999))

and speech synthesis enable discourse between user and robot.
The present work aims to extend this interface by providing
the capability to associate user keywords with objects to which
the user refers and to recognize these objects by activating the
keyword label when the object appears in new locations and
poses in the scene. For testing purposes, the speech interface was,
however, typically replaced by a keyboard interface as this speeds
up long test series.

2.2. Segmentation

The robotic arm is mounted on a white table, which is the
workspace shared between CoRA and the human user. Objects
on the table are segmented in two steps. First, all parts of the
image that do not belong to the table are masked based on the
known current geometry of the camera system relative to the
table. Second, pixels are categorized as belonging to objects vs.
to the table. Based on the assumption that the majority of pixels
belongs to the table, the maximum of the grayvalue distribution
is tracked and a Gaussian distribution of fixed width is centered
around it. All pixels within this Gaussian distribution are marked
as pixels belonging to the table. The tracking mechanism enables
correct object-table segmentation even under changing lighting
conditions. Having segmented the image into regions belonging
and not belonging to the table, we apply a cluster algorithm
that fuses connected components into object hypotheses, each
consisting of a blob of pixels (Born & Voelpel, 1995). In the current
implementation, the user selects an individual cluster through a
graphical user interface. More advanced interfaces will make user
of human gesture (Theis, Iossifidis, & Steinhage, 2001).

2.3. Feature extraction

From the color image in the segmented blob we extract
estimates of three feature dimension that describe the segment
as a whole: (a) color; (b) size; (c) aspect ratio (see Fig. 2). Color
is represented by the color histogram over the segment, which
provides directly the input to the label-color dynamic field. (a)
Color is represented in HSV space and only pixels with saturation
and intensity values above a threshold contribute. (b) The size of
the segment is computed from the number of pixels within the
segment. As the apparent size of objects in the image depends the
position of the object on the table, we transform the estimated
image size into an approximated object size based on an estimate
of the distance between the object and the focal plane of the
camera. This can be done by estimating the location of the object
(in terms of the center of the binary blob) on the table based
on the known camera-table geometry. Finally, (c) aspect ratio
is a simple form measure that is estimated by computing the
major axes of the binary blob and taking the ratio of the first two
eigenvalues. The major axes also provide information about the
orientation of the object on the table. We use this information to
approximately correct for perspective foreshortening. Note that
both the size and the shape estimates neglect the 3D form of
the object, so that the extracted measures are only approximately
invariant under view changes. Similarly, the color histogram is
not a true invariant because parts of the object surface will
typically occluded and may differ in color composition from the
visible portion. This leads to variance in all feature values as
view points are changed. The color histogram represents a form
of filtering. For the two scalar features, size and aspect ratio,
we compute 20 consecutive estimations in time, from which
histograms are generated, effectively suppressing outliers. These
histograms provide input to the corresponding label-feature fields.
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Fig. 1. The cooperative robotic assistant, CoRA.

peaks of activation through mutual excitation of neighboring field
sites and global inhibition among all field sites (Amari, 1977). These
peaks are attractor states of the neuronal dynamics, which may
coexist bistably with subthreshold distributions of activation and
may go through instabilities. Localized peaks lay down a dynamic
memory trace, which in turn provides input preactivating the field
when new sensory inputs are supplied (Erlhagen & Schöner, 2002;
Thelen, Schöner, Scheier, & Smith, 2001). The memory trace thus
preshapes the field, making it easier to induce localized peaks in
those locations where such peaks had previously been generated.
The dynamic field concept was first applied to robotics by Engels
and Schöner (1995) and Schöner, Dose, and Engels (1995) as a way
to implement a subsymbolic formofmemory and later as amethod
to stabilize decisions about movement targets and stabilize these
in the face of fluctuating sensory input (Bicho, Mallet, & Schöner,
2000).

In this paper, we show how the framework of dynamic
field theory can be used to develop solutions for parts of the
scene representation problem. Specifically, we build a system in
which a small number of very simple feature dimensions are
represented by dynamic fields. These fields interact to build a
simple feature representation of visual objects. In an ongoing
learning process, memory traces are accumulated for different
objects under interactive guidance by the human user. The system
is capable of recognizing objects in new poses after a very small
number of views have been acquired. The system lends itself
to integration into a user-centered service robotics scenario as
we demonstrate through an implementation on the service robot
CoRA, which is equipped with an active stereo camera system and
shares a workspace with the human user (Iossifidis, Theis, Grote,
Faubel, & Schöner, 2003).

2. Methods

2.1. The cooperative robotic assistant CoRA

The anthropomorphic service robot CoRA, depicted in Fig. 1,
was designed to facilitate interaction with human users. The
robotic arm has the same seven degrees of freedom as the human
arm and is controlled by a neuronally inspired attractor dynamics
which generates human-like trajectories that are easily predictable
by the human user (Iossifidis & Schöner, 2004). CoRA has multiple
sensory channels including artificial skin,moment sensing, gesture
recognition, and gaze tracking (Iossifidis et al., 2003), that provide
an intuitive user interface. Speech recognition (implemented
through a custom keyword recognition approach (Fink, 1999))

and speech synthesis enable discourse between user and robot.
The present work aims to extend this interface by providing
the capability to associate user keywords with objects to which
the user refers and to recognize these objects by activating the
keyword label when the object appears in new locations and
poses in the scene. For testing purposes, the speech interface was,
however, typically replaced by a keyboard interface as this speeds
up long test series.

2.2. Segmentation

The robotic arm is mounted on a white table, which is the
workspace shared between CoRA and the human user. Objects
on the table are segmented in two steps. First, all parts of the
image that do not belong to the table are masked based on the
known current geometry of the camera system relative to the
table. Second, pixels are categorized as belonging to objects vs.
to the table. Based on the assumption that the majority of pixels
belongs to the table, the maximum of the grayvalue distribution
is tracked and a Gaussian distribution of fixed width is centered
around it. All pixels within this Gaussian distribution are marked
as pixels belonging to the table. The tracking mechanism enables
correct object-table segmentation even under changing lighting
conditions. Having segmented the image into regions belonging
and not belonging to the table, we apply a cluster algorithm
that fuses connected components into object hypotheses, each
consisting of a blob of pixels (Born & Voelpel, 1995). In the current
implementation, the user selects an individual cluster through a
graphical user interface. More advanced interfaces will make user
of human gesture (Theis, Iossifidis, & Steinhage, 2001).

2.3. Feature extraction

From the color image in the segmented blob we extract
estimates of three feature dimension that describe the segment
as a whole: (a) color; (b) size; (c) aspect ratio (see Fig. 2). Color
is represented by the color histogram over the segment, which
provides directly the input to the label-color dynamic field. (a)
Color is represented in HSV space and only pixels with saturation
and intensity values above a threshold contribute. (b) The size of
the segment is computed from the number of pixels within the
segment. As the apparent size of objects in the image depends the
position of the object on the table, we transform the estimated
image size into an approximated object size based on an estimate
of the distance between the object and the focal plane of the
camera. This can be done by estimating the location of the object
(in terms of the center of the binary blob) on the table based
on the known camera-table geometry. Finally, (c) aspect ratio
is a simple form measure that is estimated by computing the
major axes of the binary blob and taking the ratio of the first two
eigenvalues. The major axes also provide information about the
orientation of the object on the table. We use this information to
approximately correct for perspective foreshortening. Note that
both the size and the shape estimates neglect the 3D form of
the object, so that the extracted measures are only approximately
invariant under view changes. Similarly, the color histogram is
not a true invariant because parts of the object surface will
typically occluded and may differ in color composition from the
visible portion. This leads to variance in all feature values as
view points are changed. The color histogram represents a form
of filtering. For the two scalar features, size and aspect ratio,
we compute 20 consecutive estimations in time, from which
histograms are generated, effectively suppressing outliers. These
histograms provide input to the corresponding label-feature fields.
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Fig. 1. The cooperative robotic assistant, CoRA.

peaks of activation through mutual excitation of neighboring field
sites and global inhibition among all field sites (Amari, 1977). These
peaks are attractor states of the neuronal dynamics, which may
coexist bistably with subthreshold distributions of activation and
may go through instabilities. Localized peaks lay down a dynamic
memory trace, which in turn provides input preactivating the field
when new sensory inputs are supplied (Erlhagen & Schöner, 2002;
Thelen, Schöner, Scheier, & Smith, 2001). The memory trace thus
preshapes the field, making it easier to induce localized peaks in
those locations where such peaks had previously been generated.
The dynamic field concept was first applied to robotics by Engels
and Schöner (1995) and Schöner, Dose, and Engels (1995) as a way
to implement a subsymbolic formofmemory and later as amethod
to stabilize decisions about movement targets and stabilize these
in the face of fluctuating sensory input (Bicho, Mallet, & Schöner,
2000).

In this paper, we show how the framework of dynamic
field theory can be used to develop solutions for parts of the
scene representation problem. Specifically, we build a system in
which a small number of very simple feature dimensions are
represented by dynamic fields. These fields interact to build a
simple feature representation of visual objects. In an ongoing
learning process, memory traces are accumulated for different
objects under interactive guidance by the human user. The system
is capable of recognizing objects in new poses after a very small
number of views have been acquired. The system lends itself
to integration into a user-centered service robotics scenario as
we demonstrate through an implementation on the service robot
CoRA, which is equipped with an active stereo camera system and
shares a workspace with the human user (Iossifidis, Theis, Grote,
Faubel, & Schöner, 2003).

2. Methods

2.1. The cooperative robotic assistant CoRA

The anthropomorphic service robot CoRA, depicted in Fig. 1,
was designed to facilitate interaction with human users. The
robotic arm has the same seven degrees of freedom as the human
arm and is controlled by a neuronally inspired attractor dynamics
which generates human-like trajectories that are easily predictable
by the human user (Iossifidis & Schöner, 2004). CoRA has multiple
sensory channels including artificial skin,moment sensing, gesture
recognition, and gaze tracking (Iossifidis et al., 2003), that provide
an intuitive user interface. Speech recognition (implemented
through a custom keyword recognition approach (Fink, 1999))

and speech synthesis enable discourse between user and robot.
The present work aims to extend this interface by providing
the capability to associate user keywords with objects to which
the user refers and to recognize these objects by activating the
keyword label when the object appears in new locations and
poses in the scene. For testing purposes, the speech interface was,
however, typically replaced by a keyboard interface as this speeds
up long test series.

2.2. Segmentation

The robotic arm is mounted on a white table, which is the
workspace shared between CoRA and the human user. Objects
on the table are segmented in two steps. First, all parts of the
image that do not belong to the table are masked based on the
known current geometry of the camera system relative to the
table. Second, pixels are categorized as belonging to objects vs.
to the table. Based on the assumption that the majority of pixels
belongs to the table, the maximum of the grayvalue distribution
is tracked and a Gaussian distribution of fixed width is centered
around it. All pixels within this Gaussian distribution are marked
as pixels belonging to the table. The tracking mechanism enables
correct object-table segmentation even under changing lighting
conditions. Having segmented the image into regions belonging
and not belonging to the table, we apply a cluster algorithm
that fuses connected components into object hypotheses, each
consisting of a blob of pixels (Born & Voelpel, 1995). In the current
implementation, the user selects an individual cluster through a
graphical user interface. More advanced interfaces will make user
of human gesture (Theis, Iossifidis, & Steinhage, 2001).

2.3. Feature extraction

From the color image in the segmented blob we extract
estimates of three feature dimension that describe the segment
as a whole: (a) color; (b) size; (c) aspect ratio (see Fig. 2). Color
is represented by the color histogram over the segment, which
provides directly the input to the label-color dynamic field. (a)
Color is represented in HSV space and only pixels with saturation
and intensity values above a threshold contribute. (b) The size of
the segment is computed from the number of pixels within the
segment. As the apparent size of objects in the image depends the
position of the object on the table, we transform the estimated
image size into an approximated object size based on an estimate
of the distance between the object and the focal plane of the
camera. This can be done by estimating the location of the object
(in terms of the center of the binary blob) on the table based
on the known camera-table geometry. Finally, (c) aspect ratio
is a simple form measure that is estimated by computing the
major axes of the binary blob and taking the ratio of the first two
eigenvalues. The major axes also provide information about the
orientation of the object on the table. We use this information to
approximately correct for perspective foreshortening. Note that
both the size and the shape estimates neglect the 3D form of
the object, so that the extracted measures are only approximately
invariant under view changes. Similarly, the color histogram is
not a true invariant because parts of the object surface will
typically occluded and may differ in color composition from the
visible portion. This leads to variance in all feature values as
view points are changed. The color histogram represents a form
of filtering. For the two scalar features, size and aspect ratio,
we compute 20 consecutive estimations in time, from which
histograms are generated, effectively suppressing outliers. These
histograms provide input to the corresponding label-feature fields.
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Fig. 1. The cooperative robotic assistant, CoRA.

peaks of activation through mutual excitation of neighboring field
sites and global inhibition among all field sites (Amari, 1977). These
peaks are attractor states of the neuronal dynamics, which may
coexist bistably with subthreshold distributions of activation and
may go through instabilities. Localized peaks lay down a dynamic
memory trace, which in turn provides input preactivating the field
when new sensory inputs are supplied (Erlhagen & Schöner, 2002;
Thelen, Schöner, Scheier, & Smith, 2001). The memory trace thus
preshapes the field, making it easier to induce localized peaks in
those locations where such peaks had previously been generated.
The dynamic field concept was first applied to robotics by Engels
and Schöner (1995) and Schöner, Dose, and Engels (1995) as a way
to implement a subsymbolic formofmemory and later as amethod
to stabilize decisions about movement targets and stabilize these
in the face of fluctuating sensory input (Bicho, Mallet, & Schöner,
2000).

In this paper, we show how the framework of dynamic
field theory can be used to develop solutions for parts of the
scene representation problem. Specifically, we build a system in
which a small number of very simple feature dimensions are
represented by dynamic fields. These fields interact to build a
simple feature representation of visual objects. In an ongoing
learning process, memory traces are accumulated for different
objects under interactive guidance by the human user. The system
is capable of recognizing objects in new poses after a very small
number of views have been acquired. The system lends itself
to integration into a user-centered service robotics scenario as
we demonstrate through an implementation on the service robot
CoRA, which is equipped with an active stereo camera system and
shares a workspace with the human user (Iossifidis, Theis, Grote,
Faubel, & Schöner, 2003).

2. Methods

2.1. The cooperative robotic assistant CoRA

The anthropomorphic service robot CoRA, depicted in Fig. 1,
was designed to facilitate interaction with human users. The
robotic arm has the same seven degrees of freedom as the human
arm and is controlled by a neuronally inspired attractor dynamics
which generates human-like trajectories that are easily predictable
by the human user (Iossifidis & Schöner, 2004). CoRA has multiple
sensory channels including artificial skin,moment sensing, gesture
recognition, and gaze tracking (Iossifidis et al., 2003), that provide
an intuitive user interface. Speech recognition (implemented
through a custom keyword recognition approach (Fink, 1999))

and speech synthesis enable discourse between user and robot.
The present work aims to extend this interface by providing
the capability to associate user keywords with objects to which
the user refers and to recognize these objects by activating the
keyword label when the object appears in new locations and
poses in the scene. For testing purposes, the speech interface was,
however, typically replaced by a keyboard interface as this speeds
up long test series.

2.2. Segmentation

The robotic arm is mounted on a white table, which is the
workspace shared between CoRA and the human user. Objects
on the table are segmented in two steps. First, all parts of the
image that do not belong to the table are masked based on the
known current geometry of the camera system relative to the
table. Second, pixels are categorized as belonging to objects vs.
to the table. Based on the assumption that the majority of pixels
belongs to the table, the maximum of the grayvalue distribution
is tracked and a Gaussian distribution of fixed width is centered
around it. All pixels within this Gaussian distribution are marked
as pixels belonging to the table. The tracking mechanism enables
correct object-table segmentation even under changing lighting
conditions. Having segmented the image into regions belonging
and not belonging to the table, we apply a cluster algorithm
that fuses connected components into object hypotheses, each
consisting of a blob of pixels (Born & Voelpel, 1995). In the current
implementation, the user selects an individual cluster through a
graphical user interface. More advanced interfaces will make user
of human gesture (Theis, Iossifidis, & Steinhage, 2001).

2.3. Feature extraction

From the color image in the segmented blob we extract
estimates of three feature dimension that describe the segment
as a whole: (a) color; (b) size; (c) aspect ratio (see Fig. 2). Color
is represented by the color histogram over the segment, which
provides directly the input to the label-color dynamic field. (a)
Color is represented in HSV space and only pixels with saturation
and intensity values above a threshold contribute. (b) The size of
the segment is computed from the number of pixels within the
segment. As the apparent size of objects in the image depends the
position of the object on the table, we transform the estimated
image size into an approximated object size based on an estimate
of the distance between the object and the focal plane of the
camera. This can be done by estimating the location of the object
(in terms of the center of the binary blob) on the table based
on the known camera-table geometry. Finally, (c) aspect ratio
is a simple form measure that is estimated by computing the
major axes of the binary blob and taking the ratio of the first two
eigenvalues. The major axes also provide information about the
orientation of the object on the table. We use this information to
approximately correct for perspective foreshortening. Note that
both the size and the shape estimates neglect the 3D form of
the object, so that the extracted measures are only approximately
invariant under view changes. Similarly, the color histogram is
not a true invariant because parts of the object surface will
typically occluded and may differ in color composition from the
visible portion. This leads to variance in all feature values as
view points are changed. The color histogram represents a form
of filtering. For the two scalar features, size and aspect ratio,
we compute 20 consecutive estimations in time, from which
histograms are generated, effectively suppressing outliers. These
histograms provide input to the corresponding label-feature fields.
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peaks of activation through mutual excitation of neighboring field
sites and global inhibition among all field sites (Amari, 1977). These
peaks are attractor states of the neuronal dynamics, which may
coexist bistably with subthreshold distributions of activation and
may go through instabilities. Localized peaks lay down a dynamic
memory trace, which in turn provides input preactivating the field
when new sensory inputs are supplied (Erlhagen & Schöner, 2002;
Thelen, Schöner, Scheier, & Smith, 2001). The memory trace thus
preshapes the field, making it easier to induce localized peaks in
those locations where such peaks had previously been generated.
The dynamic field concept was first applied to robotics by Engels
and Schöner (1995) and Schöner, Dose, and Engels (1995) as a way
to implement a subsymbolic formofmemory and later as amethod
to stabilize decisions about movement targets and stabilize these
in the face of fluctuating sensory input (Bicho, Mallet, & Schöner,
2000).

In this paper, we show how the framework of dynamic
field theory can be used to develop solutions for parts of the
scene representation problem. Specifically, we build a system in
which a small number of very simple feature dimensions are
represented by dynamic fields. These fields interact to build a
simple feature representation of visual objects. In an ongoing
learning process, memory traces are accumulated for different
objects under interactive guidance by the human user. The system
is capable of recognizing objects in new poses after a very small
number of views have been acquired. The system lends itself
to integration into a user-centered service robotics scenario as
we demonstrate through an implementation on the service robot
CoRA, which is equipped with an active stereo camera system and
shares a workspace with the human user (Iossifidis, Theis, Grote,
Faubel, & Schöner, 2003).

2. Methods

2.1. The cooperative robotic assistant CoRA

The anthropomorphic service robot CoRA, depicted in Fig. 1,
was designed to facilitate interaction with human users. The
robotic arm has the same seven degrees of freedom as the human
arm and is controlled by a neuronally inspired attractor dynamics
which generates human-like trajectories that are easily predictable
by the human user (Iossifidis & Schöner, 2004). CoRA has multiple
sensory channels including artificial skin,moment sensing, gesture
recognition, and gaze tracking (Iossifidis et al., 2003), that provide
an intuitive user interface. Speech recognition (implemented
through a custom keyword recognition approach (Fink, 1999))

and speech synthesis enable discourse between user and robot.
The present work aims to extend this interface by providing
the capability to associate user keywords with objects to which
the user refers and to recognize these objects by activating the
keyword label when the object appears in new locations and
poses in the scene. For testing purposes, the speech interface was,
however, typically replaced by a keyboard interface as this speeds
up long test series.

2.2. Segmentation

The robotic arm is mounted on a white table, which is the
workspace shared between CoRA and the human user. Objects
on the table are segmented in two steps. First, all parts of the
image that do not belong to the table are masked based on the
known current geometry of the camera system relative to the
table. Second, pixels are categorized as belonging to objects vs.
to the table. Based on the assumption that the majority of pixels
belongs to the table, the maximum of the grayvalue distribution
is tracked and a Gaussian distribution of fixed width is centered
around it. All pixels within this Gaussian distribution are marked
as pixels belonging to the table. The tracking mechanism enables
correct object-table segmentation even under changing lighting
conditions. Having segmented the image into regions belonging
and not belonging to the table, we apply a cluster algorithm
that fuses connected components into object hypotheses, each
consisting of a blob of pixels (Born & Voelpel, 1995). In the current
implementation, the user selects an individual cluster through a
graphical user interface. More advanced interfaces will make user
of human gesture (Theis, Iossifidis, & Steinhage, 2001).

2.3. Feature extraction

From the color image in the segmented blob we extract
estimates of three feature dimension that describe the segment
as a whole: (a) color; (b) size; (c) aspect ratio (see Fig. 2). Color
is represented by the color histogram over the segment, which
provides directly the input to the label-color dynamic field. (a)
Color is represented in HSV space and only pixels with saturation
and intensity values above a threshold contribute. (b) The size of
the segment is computed from the number of pixels within the
segment. As the apparent size of objects in the image depends the
position of the object on the table, we transform the estimated
image size into an approximated object size based on an estimate
of the distance between the object and the focal plane of the
camera. This can be done by estimating the location of the object
(in terms of the center of the binary blob) on the table based
on the known camera-table geometry. Finally, (c) aspect ratio
is a simple form measure that is estimated by computing the
major axes of the binary blob and taking the ratio of the first two
eigenvalues. The major axes also provide information about the
orientation of the object on the table. We use this information to
approximately correct for perspective foreshortening. Note that
both the size and the shape estimates neglect the 3D form of
the object, so that the extracted measures are only approximately
invariant under view changes. Similarly, the color histogram is
not a true invariant because parts of the object surface will
typically occluded and may differ in color composition from the
visible portion. This leads to variance in all feature values as
view points are changed. The color histogram represents a form
of filtering. For the two scalar features, size and aspect ratio,
we compute 20 consecutive estimations in time, from which
histograms are generated, effectively suppressing outliers. These
histograms provide input to the corresponding label-feature fields.
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FIGURE 3 | The portion of the architecture responsible for scene representation.

in the red box of Figure 3). For details of how the combination
of two lower-dimensional inputs can be used to drive a higher-
dimensional field, please refer to Zibner et al. (2011a) or Chapter
9 of Schöner et al. (2015). The space-height field is operated
in multi-peak working memory mode, so that it represents the
location on the table and height of a potential object as a self-
sustained peak, even after the attentional and height inputs are
removed. It provides input to a second, three-dimensional field,
the height query field, that is operated in single-peak mode and
thus selects location and the associated height. Input from the
attention field controls the location at which input from the
space-height field may induce a peak. The height query field thus
serves to retrieve a stored object location and height from scene
memory.

To guide visual exploration, a multi-peak field over the table
surface, the space memory field, keeps track of all locations that
have come into the attentional focus of the system. A sustained
peak of activation is induced each time selective attention is
focussed at a location. The space memory field in turns inhibits
the attention field and thus biases the process of attentional
selection away from locations that have previously been the focus
of attention. Autonomous exploration is now organized by a
Condition of Satisfaction connection from the height query field
into the attention field. Every time a peak has been successfully
selected in the height query field, this signals that a memory has
been created that matches the currently selected location and
currently estimated height. This is the CoS of memory formation
and inhibits the attention field, deleting the self-stabilized peak
there in reverse detection instability. As a result, the peak in the
height query field is no longer supported by selective attention
and also decays, releasing the attention field from inhibition.
The attention field is ready to select the next location for spatial
attention. Inhibitory input from the space memory field now
tends to inhibit return to the same location or other recently

attended locations, biasing the selection process to new locations
with salient color input. This process of visual exploration is
continuously ongoing, confirming past memories in the space-
height field, updating such memories or creating new such
memories as needed.

Autonomous visual exploration can be interrupted at any time
by a query for a target object, that triggers the estimation of grasp
parameters. The target object can be specified by a spatial cue or
by cues of characteristic object features, such as color (for a more
detailed description of the querying behavior, see Zibner et al.,
2011b). There is a set of neural nodes that activate and deactivate
parts of the architecture by boosting or deboosting the resting
levels of the associated fields. Not all of those nodes are plotted in
the survey over the architecture for simplicity (see a description
in the first part of the Results Section for the functional role of
these nodes).

2.3.2. Shape Classification and Pose Estimation
Estimation of grasp parameters is based on a recurrent
architecture for object recognition (Faubel and Schöner, 2009).
In the original work, a weighted sum of object templates, one
for each known object, is compared to the current input image.
Applying cascaded transformation operations of shift, rotation,
and scaling) to the current input and matching the transformed
input to each of the memorized templates (by cross-correlation,
“C”) yields a competitive weight of each template. Dynamic
neural nodes compete with each other, leading to the selection of
the template in a classification decisions. In a concurrent process,
all templates are weighted with the current activation level of
their dynamic neural node and summed. This inverse cascade
of image transformations is applied and a match to the input
image in each possible pose provides input into neural activation
fields defined over the pose parameters for shift, rotation, and
scaling. These fields are operated in a single-peak mode so
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time, infants looked more to the location on the object to which they reached.

In this chapter, we will use a simplified neural process model of reaching to illustrate
ideas. Figure 3 provides an overview over the architecture. The entire topic of scene
perception has been trivialized in this model by assuming that a distribution of acti-
vation defined in body-centered coordinates is available to the processes of movement
preparation. Visual locations of reachable objects are marked by localized maxima of
that distribution of activation.
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2.2 Movement preparation

There is ample behavioral and neural evidence, that movements are prepared ahead of
their initiation (see Erlhagen and Schöner (2002) for review). Thus, for instance, the
time needed to initiate movement after a stimulus has specified the movement goal, the
reaction time, reflects the metrics of the movement alternatives. If those alternatives
are metrically closer to each other, reaction time is shorter, reflecting more overlap
between the neural activation states that correspond to either movement (McDowell,
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generate movement and to grasp an object. The overall scheme
is as follows. Depending on the object pose parameters (position,
height, rotation, and shape) and the current arm configuration, a
desired wrist position and orientation for the hand are computed.
These desired values are then set as attractors in a dynamical
system that generates movement for the arm. The movement
unfolds autonomously in three phases organized by a neural
dynamics of the type reviewed earlier (Section 2.2). First, the
hand is opened, brought close to the object, and oriented in a
way that enables grasping the object. Second, the hand is moved
through the remaining distance to the object, and is closed. The
third phase begins when the object has been grasped as signaled
by the tactile sensors on the fingers. The hand is then moved
upward in space, lifting the object. This sequence of actions is
generated by a neural dynamics of behavioral organization that is
illustrated in Figure 5.

2.4.1. Generating Motor Commands
Motor commands are generated from desired values for the
wrist position and hand orientation using the attractor dynamic
approach (Reimann et al., 2011). To move the wrist, movement
speed, and direction are controlled separately. The rate of change
of movement direction depends on the angle between the current

movement velocity, !v, and the vector, !k, from the wrist position
to the target position,

φ = arccos





(

!v, !k
)

|!v||!k|



 . (1)

Reducing this angle to zero corresponds to changing the
movement direction into the direction in which the target
lies. This constraint is imposed by the dynamics of that angle,
given by

φ̇ = −αdirφ, (2)

which is linear, simplifying Reimann et al. (2011). Here, αdir is a
rate factor.

To translate this constraint into a motion command for the
robotic arm, consider the direction, !v⊥, in which the movement
vector, !v, is changed. It is perpendicular to !v and lies in the plane

spanned by !v and !k. Computed as:

!v⊥ = |!v|
(!k× !v)× v

|(!k× !v)× v|
. (3)

and normalized to have the same length as !v.
Combining the two equations we determine the direction in

which the wrist’s velocity vector in cartesian space should change
so as to bring the hand closer to the target location:

!fdir = !v⊥(φ̇ − φ̇dev). (4)

Here, φ̇dev is the rate at which the direction from the hand to
the target changes due to the movement, !v, of the hand in space.
The direction of change lies in the appropriate plane and is
proportional to the rate of change of the direction to the target
corrected for the rate of change of that direction that is induced
by the movement of the wrist in space.

To control movement speed, its rate of change, v̇, is
proportional to the difference between the current speed, v = |!v|,
and a desired speed vdes:

!fvel =
!v

v
(−αvel(v− vdes)) (5)

where αvel is a rate constant. As a contribution to the rate of
change of the 3D velocity vector, this contribution lies in the
direction of the current velocity.

A third contribution to the dynamics of the hand velocity
vector slows down the hand when it is close to the target object in
order to reduce any impact in case of misestimation and collision.
A local safe control law is proportional to the distance between
hand position, !g, and target position, !p:

vlocal = −βpos(!g − !p), (6)

FIGURE 5 | The neural dynamics of behavioral organization used for movement generation. There are four ECUs: open hand (A), approach target (B), grasp

target (C), and lift (D). The precondition node (E) ensures that the grasp behavior is only activated once (A,B) have met their CoS. The precondition node (F) ensures

that the grasp behavior has met its CoS before the object is lifted.
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peaks of activation through mutual excitation of neighboring field
sites and global inhibition among all field sites (Amari, 1977). These
peaks are attractor states of the neuronal dynamics, which may
coexist bistably with subthreshold distributions of activation and
may go through instabilities. Localized peaks lay down a dynamic
memory trace, which in turn provides input preactivating the field
when new sensory inputs are supplied (Erlhagen & Schöner, 2002;
Thelen, Schöner, Scheier, & Smith, 2001). The memory trace thus
preshapes the field, making it easier to induce localized peaks in
those locations where such peaks had previously been generated.
The dynamic field concept was first applied to robotics by Engels
and Schöner (1995) and Schöner, Dose, and Engels (1995) as a way
to implement a subsymbolic formofmemory and later as amethod
to stabilize decisions about movement targets and stabilize these
in the face of fluctuating sensory input (Bicho, Mallet, & Schöner,
2000).

In this paper, we show how the framework of dynamic
field theory can be used to develop solutions for parts of the
scene representation problem. Specifically, we build a system in
which a small number of very simple feature dimensions are
represented by dynamic fields. These fields interact to build a
simple feature representation of visual objects. In an ongoing
learning process, memory traces are accumulated for different
objects under interactive guidance by the human user. The system
is capable of recognizing objects in new poses after a very small
number of views have been acquired. The system lends itself
to integration into a user-centered service robotics scenario as
we demonstrate through an implementation on the service robot
CoRA, which is equipped with an active stereo camera system and
shares a workspace with the human user (Iossifidis, Theis, Grote,
Faubel, & Schöner, 2003).

2. Methods

2.1. The cooperative robotic assistant CoRA

The anthropomorphic service robot CoRA, depicted in Fig. 1,
was designed to facilitate interaction with human users. The
robotic arm has the same seven degrees of freedom as the human
arm and is controlled by a neuronally inspired attractor dynamics
which generates human-like trajectories that are easily predictable
by the human user (Iossifidis & Schöner, 2004). CoRA has multiple
sensory channels including artificial skin,moment sensing, gesture
recognition, and gaze tracking (Iossifidis et al., 2003), that provide
an intuitive user interface. Speech recognition (implemented
through a custom keyword recognition approach (Fink, 1999))

and speech synthesis enable discourse between user and robot.
The present work aims to extend this interface by providing
the capability to associate user keywords with objects to which
the user refers and to recognize these objects by activating the
keyword label when the object appears in new locations and
poses in the scene. For testing purposes, the speech interface was,
however, typically replaced by a keyboard interface as this speeds
up long test series.

2.2. Segmentation

The robotic arm is mounted on a white table, which is the
workspace shared between CoRA and the human user. Objects
on the table are segmented in two steps. First, all parts of the
image that do not belong to the table are masked based on the
known current geometry of the camera system relative to the
table. Second, pixels are categorized as belonging to objects vs.
to the table. Based on the assumption that the majority of pixels
belongs to the table, the maximum of the grayvalue distribution
is tracked and a Gaussian distribution of fixed width is centered
around it. All pixels within this Gaussian distribution are marked
as pixels belonging to the table. The tracking mechanism enables
correct object-table segmentation even under changing lighting
conditions. Having segmented the image into regions belonging
and not belonging to the table, we apply a cluster algorithm
that fuses connected components into object hypotheses, each
consisting of a blob of pixels (Born & Voelpel, 1995). In the current
implementation, the user selects an individual cluster through a
graphical user interface. More advanced interfaces will make user
of human gesture (Theis, Iossifidis, & Steinhage, 2001).

2.3. Feature extraction

From the color image in the segmented blob we extract
estimates of three feature dimension that describe the segment
as a whole: (a) color; (b) size; (c) aspect ratio (see Fig. 2). Color
is represented by the color histogram over the segment, which
provides directly the input to the label-color dynamic field. (a)
Color is represented in HSV space and only pixels with saturation
and intensity values above a threshold contribute. (b) The size of
the segment is computed from the number of pixels within the
segment. As the apparent size of objects in the image depends the
position of the object on the table, we transform the estimated
image size into an approximated object size based on an estimate
of the distance between the object and the focal plane of the
camera. This can be done by estimating the location of the object
(in terms of the center of the binary blob) on the table based
on the known camera-table geometry. Finally, (c) aspect ratio
is a simple form measure that is estimated by computing the
major axes of the binary blob and taking the ratio of the first two
eigenvalues. The major axes also provide information about the
orientation of the object on the table. We use this information to
approximately correct for perspective foreshortening. Note that
both the size and the shape estimates neglect the 3D form of
the object, so that the extracted measures are only approximately
invariant under view changes. Similarly, the color histogram is
not a true invariant because parts of the object surface will
typically occluded and may differ in color composition from the
visible portion. This leads to variance in all feature values as
view points are changed. The color histogram represents a form
of filtering. For the two scalar features, size and aspect ratio,
we compute 20 consecutive estimations in time, from which
histograms are generated, effectively suppressing outliers. These
histograms provide input to the corresponding label-feature fields.
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Fig. 1. The cooperative robotic assistant, CoRA.

peaks of activation through mutual excitation of neighboring field
sites and global inhibition among all field sites (Amari, 1977). These
peaks are attractor states of the neuronal dynamics, which may
coexist bistably with subthreshold distributions of activation and
may go through instabilities. Localized peaks lay down a dynamic
memory trace, which in turn provides input preactivating the field
when new sensory inputs are supplied (Erlhagen & Schöner, 2002;
Thelen, Schöner, Scheier, & Smith, 2001). The memory trace thus
preshapes the field, making it easier to induce localized peaks in
those locations where such peaks had previously been generated.
The dynamic field concept was first applied to robotics by Engels
and Schöner (1995) and Schöner, Dose, and Engels (1995) as a way
to implement a subsymbolic formofmemory and later as amethod
to stabilize decisions about movement targets and stabilize these
in the face of fluctuating sensory input (Bicho, Mallet, & Schöner,
2000).

In this paper, we show how the framework of dynamic
field theory can be used to develop solutions for parts of the
scene representation problem. Specifically, we build a system in
which a small number of very simple feature dimensions are
represented by dynamic fields. These fields interact to build a
simple feature representation of visual objects. In an ongoing
learning process, memory traces are accumulated for different
objects under interactive guidance by the human user. The system
is capable of recognizing objects in new poses after a very small
number of views have been acquired. The system lends itself
to integration into a user-centered service robotics scenario as
we demonstrate through an implementation on the service robot
CoRA, which is equipped with an active stereo camera system and
shares a workspace with the human user (Iossifidis, Theis, Grote,
Faubel, & Schöner, 2003).

2. Methods

2.1. The cooperative robotic assistant CoRA

The anthropomorphic service robot CoRA, depicted in Fig. 1,
was designed to facilitate interaction with human users. The
robotic arm has the same seven degrees of freedom as the human
arm and is controlled by a neuronally inspired attractor dynamics
which generates human-like trajectories that are easily predictable
by the human user (Iossifidis & Schöner, 2004). CoRA has multiple
sensory channels including artificial skin,moment sensing, gesture
recognition, and gaze tracking (Iossifidis et al., 2003), that provide
an intuitive user interface. Speech recognition (implemented
through a custom keyword recognition approach (Fink, 1999))

and speech synthesis enable discourse between user and robot.
The present work aims to extend this interface by providing
the capability to associate user keywords with objects to which
the user refers and to recognize these objects by activating the
keyword label when the object appears in new locations and
poses in the scene. For testing purposes, the speech interface was,
however, typically replaced by a keyboard interface as this speeds
up long test series.

2.2. Segmentation

The robotic arm is mounted on a white table, which is the
workspace shared between CoRA and the human user. Objects
on the table are segmented in two steps. First, all parts of the
image that do not belong to the table are masked based on the
known current geometry of the camera system relative to the
table. Second, pixels are categorized as belonging to objects vs.
to the table. Based on the assumption that the majority of pixels
belongs to the table, the maximum of the grayvalue distribution
is tracked and a Gaussian distribution of fixed width is centered
around it. All pixels within this Gaussian distribution are marked
as pixels belonging to the table. The tracking mechanism enables
correct object-table segmentation even under changing lighting
conditions. Having segmented the image into regions belonging
and not belonging to the table, we apply a cluster algorithm
that fuses connected components into object hypotheses, each
consisting of a blob of pixels (Born & Voelpel, 1995). In the current
implementation, the user selects an individual cluster through a
graphical user interface. More advanced interfaces will make user
of human gesture (Theis, Iossifidis, & Steinhage, 2001).

2.3. Feature extraction

From the color image in the segmented blob we extract
estimates of three feature dimension that describe the segment
as a whole: (a) color; (b) size; (c) aspect ratio (see Fig. 2). Color
is represented by the color histogram over the segment, which
provides directly the input to the label-color dynamic field. (a)
Color is represented in HSV space and only pixels with saturation
and intensity values above a threshold contribute. (b) The size of
the segment is computed from the number of pixels within the
segment. As the apparent size of objects in the image depends the
position of the object on the table, we transform the estimated
image size into an approximated object size based on an estimate
of the distance between the object and the focal plane of the
camera. This can be done by estimating the location of the object
(in terms of the center of the binary blob) on the table based
on the known camera-table geometry. Finally, (c) aspect ratio
is a simple form measure that is estimated by computing the
major axes of the binary blob and taking the ratio of the first two
eigenvalues. The major axes also provide information about the
orientation of the object on the table. We use this information to
approximately correct for perspective foreshortening. Note that
both the size and the shape estimates neglect the 3D form of
the object, so that the extracted measures are only approximately
invariant under view changes. Similarly, the color histogram is
not a true invariant because parts of the object surface will
typically occluded and may differ in color composition from the
visible portion. This leads to variance in all feature values as
view points are changed. The color histogram represents a form
of filtering. For the two scalar features, size and aspect ratio,
we compute 20 consecutive estimations in time, from which
histograms are generated, effectively suppressing outliers. These
histograms provide input to the corresponding label-feature fields.
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peaks of activation through mutual excitation of neighboring field
sites and global inhibition among all field sites (Amari, 1977). These
peaks are attractor states of the neuronal dynamics, which may
coexist bistably with subthreshold distributions of activation and
may go through instabilities. Localized peaks lay down a dynamic
memory trace, which in turn provides input preactivating the field
when new sensory inputs are supplied (Erlhagen & Schöner, 2002;
Thelen, Schöner, Scheier, & Smith, 2001). The memory trace thus
preshapes the field, making it easier to induce localized peaks in
those locations where such peaks had previously been generated.
The dynamic field concept was first applied to robotics by Engels
and Schöner (1995) and Schöner, Dose, and Engels (1995) as a way
to implement a subsymbolic formofmemory and later as amethod
to stabilize decisions about movement targets and stabilize these
in the face of fluctuating sensory input (Bicho, Mallet, & Schöner,
2000).

In this paper, we show how the framework of dynamic
field theory can be used to develop solutions for parts of the
scene representation problem. Specifically, we build a system in
which a small number of very simple feature dimensions are
represented by dynamic fields. These fields interact to build a
simple feature representation of visual objects. In an ongoing
learning process, memory traces are accumulated for different
objects under interactive guidance by the human user. The system
is capable of recognizing objects in new poses after a very small
number of views have been acquired. The system lends itself
to integration into a user-centered service robotics scenario as
we demonstrate through an implementation on the service robot
CoRA, which is equipped with an active stereo camera system and
shares a workspace with the human user (Iossifidis, Theis, Grote,
Faubel, & Schöner, 2003).

2. Methods

2.1. The cooperative robotic assistant CoRA

The anthropomorphic service robot CoRA, depicted in Fig. 1,
was designed to facilitate interaction with human users. The
robotic arm has the same seven degrees of freedom as the human
arm and is controlled by a neuronally inspired attractor dynamics
which generates human-like trajectories that are easily predictable
by the human user (Iossifidis & Schöner, 2004). CoRA has multiple
sensory channels including artificial skin,moment sensing, gesture
recognition, and gaze tracking (Iossifidis et al., 2003), that provide
an intuitive user interface. Speech recognition (implemented
through a custom keyword recognition approach (Fink, 1999))

and speech synthesis enable discourse between user and robot.
The present work aims to extend this interface by providing
the capability to associate user keywords with objects to which
the user refers and to recognize these objects by activating the
keyword label when the object appears in new locations and
poses in the scene. For testing purposes, the speech interface was,
however, typically replaced by a keyboard interface as this speeds
up long test series.

2.2. Segmentation

The robotic arm is mounted on a white table, which is the
workspace shared between CoRA and the human user. Objects
on the table are segmented in two steps. First, all parts of the
image that do not belong to the table are masked based on the
known current geometry of the camera system relative to the
table. Second, pixels are categorized as belonging to objects vs.
to the table. Based on the assumption that the majority of pixels
belongs to the table, the maximum of the grayvalue distribution
is tracked and a Gaussian distribution of fixed width is centered
around it. All pixels within this Gaussian distribution are marked
as pixels belonging to the table. The tracking mechanism enables
correct object-table segmentation even under changing lighting
conditions. Having segmented the image into regions belonging
and not belonging to the table, we apply a cluster algorithm
that fuses connected components into object hypotheses, each
consisting of a blob of pixels (Born & Voelpel, 1995). In the current
implementation, the user selects an individual cluster through a
graphical user interface. More advanced interfaces will make user
of human gesture (Theis, Iossifidis, & Steinhage, 2001).

2.3. Feature extraction

From the color image in the segmented blob we extract
estimates of three feature dimension that describe the segment
as a whole: (a) color; (b) size; (c) aspect ratio (see Fig. 2). Color
is represented by the color histogram over the segment, which
provides directly the input to the label-color dynamic field. (a)
Color is represented in HSV space and only pixels with saturation
and intensity values above a threshold contribute. (b) The size of
the segment is computed from the number of pixels within the
segment. As the apparent size of objects in the image depends the
position of the object on the table, we transform the estimated
image size into an approximated object size based on an estimate
of the distance between the object and the focal plane of the
camera. This can be done by estimating the location of the object
(in terms of the center of the binary blob) on the table based
on the known camera-table geometry. Finally, (c) aspect ratio
is a simple form measure that is estimated by computing the
major axes of the binary blob and taking the ratio of the first two
eigenvalues. The major axes also provide information about the
orientation of the object on the table. We use this information to
approximately correct for perspective foreshortening. Note that
both the size and the shape estimates neglect the 3D form of
the object, so that the extracted measures are only approximately
invariant under view changes. Similarly, the color histogram is
not a true invariant because parts of the object surface will
typically occluded and may differ in color composition from the
visible portion. This leads to variance in all feature values as
view points are changed. The color histogram represents a form
of filtering. For the two scalar features, size and aspect ratio,
we compute 20 consecutive estimations in time, from which
histograms are generated, effectively suppressing outliers. These
histograms provide input to the corresponding label-feature fields.
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Fig. 1. The cooperative robotic assistant, CoRA.

peaks of activation through mutual excitation of neighboring field
sites and global inhibition among all field sites (Amari, 1977). These
peaks are attractor states of the neuronal dynamics, which may
coexist bistably with subthreshold distributions of activation and
may go through instabilities. Localized peaks lay down a dynamic
memory trace, which in turn provides input preactivating the field
when new sensory inputs are supplied (Erlhagen & Schöner, 2002;
Thelen, Schöner, Scheier, & Smith, 2001). The memory trace thus
preshapes the field, making it easier to induce localized peaks in
those locations where such peaks had previously been generated.
The dynamic field concept was first applied to robotics by Engels
and Schöner (1995) and Schöner, Dose, and Engels (1995) as a way
to implement a subsymbolic formofmemory and later as amethod
to stabilize decisions about movement targets and stabilize these
in the face of fluctuating sensory input (Bicho, Mallet, & Schöner,
2000).

In this paper, we show how the framework of dynamic
field theory can be used to develop solutions for parts of the
scene representation problem. Specifically, we build a system in
which a small number of very simple feature dimensions are
represented by dynamic fields. These fields interact to build a
simple feature representation of visual objects. In an ongoing
learning process, memory traces are accumulated for different
objects under interactive guidance by the human user. The system
is capable of recognizing objects in new poses after a very small
number of views have been acquired. The system lends itself
to integration into a user-centered service robotics scenario as
we demonstrate through an implementation on the service robot
CoRA, which is equipped with an active stereo camera system and
shares a workspace with the human user (Iossifidis, Theis, Grote,
Faubel, & Schöner, 2003).

2. Methods

2.1. The cooperative robotic assistant CoRA

The anthropomorphic service robot CoRA, depicted in Fig. 1,
was designed to facilitate interaction with human users. The
robotic arm has the same seven degrees of freedom as the human
arm and is controlled by a neuronally inspired attractor dynamics
which generates human-like trajectories that are easily predictable
by the human user (Iossifidis & Schöner, 2004). CoRA has multiple
sensory channels including artificial skin,moment sensing, gesture
recognition, and gaze tracking (Iossifidis et al., 2003), that provide
an intuitive user interface. Speech recognition (implemented
through a custom keyword recognition approach (Fink, 1999))

and speech synthesis enable discourse between user and robot.
The present work aims to extend this interface by providing
the capability to associate user keywords with objects to which
the user refers and to recognize these objects by activating the
keyword label when the object appears in new locations and
poses in the scene. For testing purposes, the speech interface was,
however, typically replaced by a keyboard interface as this speeds
up long test series.

2.2. Segmentation

The robotic arm is mounted on a white table, which is the
workspace shared between CoRA and the human user. Objects
on the table are segmented in two steps. First, all parts of the
image that do not belong to the table are masked based on the
known current geometry of the camera system relative to the
table. Second, pixels are categorized as belonging to objects vs.
to the table. Based on the assumption that the majority of pixels
belongs to the table, the maximum of the grayvalue distribution
is tracked and a Gaussian distribution of fixed width is centered
around it. All pixels within this Gaussian distribution are marked
as pixels belonging to the table. The tracking mechanism enables
correct object-table segmentation even under changing lighting
conditions. Having segmented the image into regions belonging
and not belonging to the table, we apply a cluster algorithm
that fuses connected components into object hypotheses, each
consisting of a blob of pixels (Born & Voelpel, 1995). In the current
implementation, the user selects an individual cluster through a
graphical user interface. More advanced interfaces will make user
of human gesture (Theis, Iossifidis, & Steinhage, 2001).

2.3. Feature extraction

From the color image in the segmented blob we extract
estimates of three feature dimension that describe the segment
as a whole: (a) color; (b) size; (c) aspect ratio (see Fig. 2). Color
is represented by the color histogram over the segment, which
provides directly the input to the label-color dynamic field. (a)
Color is represented in HSV space and only pixels with saturation
and intensity values above a threshold contribute. (b) The size of
the segment is computed from the number of pixels within the
segment. As the apparent size of objects in the image depends the
position of the object on the table, we transform the estimated
image size into an approximated object size based on an estimate
of the distance between the object and the focal plane of the
camera. This can be done by estimating the location of the object
(in terms of the center of the binary blob) on the table based
on the known camera-table geometry. Finally, (c) aspect ratio
is a simple form measure that is estimated by computing the
major axes of the binary blob and taking the ratio of the first two
eigenvalues. The major axes also provide information about the
orientation of the object on the table. We use this information to
approximately correct for perspective foreshortening. Note that
both the size and the shape estimates neglect the 3D form of
the object, so that the extracted measures are only approximately
invariant under view changes. Similarly, the color histogram is
not a true invariant because parts of the object surface will
typically occluded and may differ in color composition from the
visible portion. This leads to variance in all feature values as
view points are changed. The color histogram represents a form
of filtering. For the two scalar features, size and aspect ratio,
we compute 20 consecutive estimations in time, from which
histograms are generated, effectively suppressing outliers. These
histograms provide input to the corresponding label-feature fields.
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peaks of activation through mutual excitation of neighboring field
sites and global inhibition among all field sites (Amari, 1977). These
peaks are attractor states of the neuronal dynamics, which may
coexist bistably with subthreshold distributions of activation and
may go through instabilities. Localized peaks lay down a dynamic
memory trace, which in turn provides input preactivating the field
when new sensory inputs are supplied (Erlhagen & Schöner, 2002;
Thelen, Schöner, Scheier, & Smith, 2001). The memory trace thus
preshapes the field, making it easier to induce localized peaks in
those locations where such peaks had previously been generated.
The dynamic field concept was first applied to robotics by Engels
and Schöner (1995) and Schöner, Dose, and Engels (1995) as a way
to implement a subsymbolic formofmemory and later as amethod
to stabilize decisions about movement targets and stabilize these
in the face of fluctuating sensory input (Bicho, Mallet, & Schöner,
2000).

In this paper, we show how the framework of dynamic
field theory can be used to develop solutions for parts of the
scene representation problem. Specifically, we build a system in
which a small number of very simple feature dimensions are
represented by dynamic fields. These fields interact to build a
simple feature representation of visual objects. In an ongoing
learning process, memory traces are accumulated for different
objects under interactive guidance by the human user. The system
is capable of recognizing objects in new poses after a very small
number of views have been acquired. The system lends itself
to integration into a user-centered service robotics scenario as
we demonstrate through an implementation on the service robot
CoRA, which is equipped with an active stereo camera system and
shares a workspace with the human user (Iossifidis, Theis, Grote,
Faubel, & Schöner, 2003).

2. Methods

2.1. The cooperative robotic assistant CoRA

The anthropomorphic service robot CoRA, depicted in Fig. 1,
was designed to facilitate interaction with human users. The
robotic arm has the same seven degrees of freedom as the human
arm and is controlled by a neuronally inspired attractor dynamics
which generates human-like trajectories that are easily predictable
by the human user (Iossifidis & Schöner, 2004). CoRA has multiple
sensory channels including artificial skin,moment sensing, gesture
recognition, and gaze tracking (Iossifidis et al., 2003), that provide
an intuitive user interface. Speech recognition (implemented
through a custom keyword recognition approach (Fink, 1999))

and speech synthesis enable discourse between user and robot.
The present work aims to extend this interface by providing
the capability to associate user keywords with objects to which
the user refers and to recognize these objects by activating the
keyword label when the object appears in new locations and
poses in the scene. For testing purposes, the speech interface was,
however, typically replaced by a keyboard interface as this speeds
up long test series.

2.2. Segmentation

The robotic arm is mounted on a white table, which is the
workspace shared between CoRA and the human user. Objects
on the table are segmented in two steps. First, all parts of the
image that do not belong to the table are masked based on the
known current geometry of the camera system relative to the
table. Second, pixels are categorized as belonging to objects vs.
to the table. Based on the assumption that the majority of pixels
belongs to the table, the maximum of the grayvalue distribution
is tracked and a Gaussian distribution of fixed width is centered
around it. All pixels within this Gaussian distribution are marked
as pixels belonging to the table. The tracking mechanism enables
correct object-table segmentation even under changing lighting
conditions. Having segmented the image into regions belonging
and not belonging to the table, we apply a cluster algorithm
that fuses connected components into object hypotheses, each
consisting of a blob of pixels (Born & Voelpel, 1995). In the current
implementation, the user selects an individual cluster through a
graphical user interface. More advanced interfaces will make user
of human gesture (Theis, Iossifidis, & Steinhage, 2001).

2.3. Feature extraction

From the color image in the segmented blob we extract
estimates of three feature dimension that describe the segment
as a whole: (a) color; (b) size; (c) aspect ratio (see Fig. 2). Color
is represented by the color histogram over the segment, which
provides directly the input to the label-color dynamic field. (a)
Color is represented in HSV space and only pixels with saturation
and intensity values above a threshold contribute. (b) The size of
the segment is computed from the number of pixels within the
segment. As the apparent size of objects in the image depends the
position of the object on the table, we transform the estimated
image size into an approximated object size based on an estimate
of the distance between the object and the focal plane of the
camera. This can be done by estimating the location of the object
(in terms of the center of the binary blob) on the table based
on the known camera-table geometry. Finally, (c) aspect ratio
is a simple form measure that is estimated by computing the
major axes of the binary blob and taking the ratio of the first two
eigenvalues. The major axes also provide information about the
orientation of the object on the table. We use this information to
approximately correct for perspective foreshortening. Note that
both the size and the shape estimates neglect the 3D form of
the object, so that the extracted measures are only approximately
invariant under view changes. Similarly, the color histogram is
not a true invariant because parts of the object surface will
typically occluded and may differ in color composition from the
visible portion. This leads to variance in all feature values as
view points are changed. The color histogram represents a form
of filtering. For the two scalar features, size and aspect ratio,
we compute 20 consecutive estimations in time, from which
histograms are generated, effectively suppressing outliers. These
histograms provide input to the corresponding label-feature fields.
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signal, move the pointer-tip in one continuous motion to the center of the desig-
nated target ring at a fast, comfortable speed while being as accurate as possible.
Try to keep the speed consistent across all trials and movement directions.” Sub-
jects were given as many trials of practice as necessary to determine an appropri-
ate speed. In no case was this more than five trials.

Experimental Conditions. Two conditions were studied: (a) eyes open
(EO): subjects looked at the target all the time throughout the experiment; (b) eyes
closed (EC): subjects closed their eyes shortly before the go signal. They were
allowed to open their eyes after pointing to see their hand position with respect to
the target before returning to the starting position. Twenty trials of reaching in
each of the eyes-open and eyes-closed conditions were performed in a random
order for each arm. The order in which arms were tested was also pseudo-ran-
domly chosen by the experimenter.

Data Processing

Reconstruction of the Marker Positions. Reflective marker identification
and reconstruction of the three-dimensional marker positions from the six camera
views were done using VICON software. Further processing of the kinematic data
was performed using customized MATLAB programs. The marker positions were
filtered at 5 Hz using a forward and reverse low-pass, 2nd order Butterworth filter.
The start of the movement was determined as the time of the first crossing of the
acceleration profile at 5% of the peak acceleration. An automatic algorithm was

Figure 1 — Illustration of the right arm’s posture during the procedure to calibrate
the arm position for joint angle calculations. From proximal to distal, local coordinate
systems are centered at the sterno-clavicular, gleno-humeral, elbow, and wrist joint
centers. These are coordinate systems for reconstructing the joint angles. The X
dimension points to the right of the subject, the Y dimension points forward, and the Z
dimension points upward in the calibration position. The same arrangements apply to
the left arm.

[Tseng, Scholz, Schöner, 2002]
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MODERN ROBOTICS
MECHANICS, PLANNING, AND CONTROL

Kevin M. Lynch and Frank C. Park

December 30, 2019

This document is the preprint version of the updated first edition of

Modern Robotics: Mechanics, Planning, and Control
Kevin M. Lynch and Frank C. Park
Cambridge University Press, 2017

This updated first edition, first available for purchase from Cambridge Univer-
sity Press in late 2019, includes several corrections and minor additions to the
original first edition, first published in May 2017, ISBN 9781107156302. The
printed textbooks published by Cambridge marked “3rd printing 2019” or later
contain these corrections. Citations should cite Cambridge University Press as
the publisher, with a publication date of 2017.

This preprint is being made available for personal use only and not for further
distribution. Original figures from this book may be reused provided proper
citation is given. More information on the book, including software, videos,
online courses, simulations, practice problems, errata, and an errata reporting
form can be found at http://modernrobotics.org. Comments are welcome!
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Figure 2.3: Coordinate frames for specifying rigid motions.

point relative to some known frame. This gives a curve p(t) ∈ R3, t ∈
[0, T ], for a trajectory of the entire rigid body.

The representation of general rigid body motion, involving both trans-
lation and rotation, is more involved. We describe the position and ori-
entation of a coordinate frame B attached to the body relative to an
inertial frame A (see Figure 2.3). Let pab ∈ R3 be the position vector
of the origin of frame B from the origin of frame A, and Rab ∈ SO(3)
the orientation of frame B, relative to frame A. A configuration of the
system consists of the pair (pab, Rab), and the configuration space of the
system is the product space of R3 with SO(3), which shall be denoted as
SE(3) (for special Euclidean group):

SE(3) = {(p,R) : p ∈ R3, R ∈ SO(3)} = R3 × SO(3). (2.21)

We defer the proof of the fact that SE(3) is a group to the next subsection.
As in the case of SO(3), there is a generalization to n dimensions,

SE(n) := Rn × SO(n).

Analogous to the rotational case, an element (p,R) ∈ SE(3) serves as
both a specification of the configuration of a rigid body and a transforma-
tion taking the coordinates of a point from one frame to another. More
precisely, let qa, qb ∈ R3 be the coordinates of a point q relative to frames
A and B, respectively. Given qb, we can find qa by a transformation of
coordinates:

qa = pab + Rabqb (2.22)

where gab = (pab, Rab) ∈ SE(3) is the specification of the configuration of
the B frame relative to the A frame. By an abuse of notation, we write
g(q) to denote the action of a rigid transformation on a point,

g(q) = p + Rq,
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Figure 2.5: (a) A revolute joint and (b) a prismatic joint.

The solution of the differential equation is given by

p̄(t) = e
bξtp̄(0),

where e
bξt is the matrix exponential of the 4 × 4 matrix ξ̂t, defined (as

usual) by

e
bξt = I + ξ̂t +

(ξ̂t)2

2!
+

(ξ̂t)3

3!
+ · · ·

The scalar t is the total amount of rotation (since we are rotating with

unit velocity). exp(ξ̂t) is a mapping from the initial location of a point
to its location after rotating t radians.

In a similar manner, we can represent the transformation due to trans-
lational motion as the exponential of a 4 × 4 matrix. The velocity of a
point attached to a prismatic joint moving with unit velocity (see Fig-
ure 2.5b) is

ṗ(t) = v. (2.27)

Again, the solution of equation (2.27) can be written as exp(ξ̂t)p̄(0),
where t is the total amount of translation and

ξ̂ =

[
0 v
0 0

]
. (2.28)

The 4 × 4 matrix ξ̂ given in equations (2.26) and (2.28) is the gen-
eralization of the skew-symmetric matrix ω̂ ∈ so(3). Analogous to the
definition of so(3), we define

se(3) := {(v, ω̂) : v ∈ R3, ω̂ ∈ so(3)}. (2.29)

In homogeneous coordinates, we write an element ξ̂ ∈ se(3) as

ξ̂ =

[
ω̂ v
0 0

]
∈ R4×4.

40

revolute joint prismatic joint
[Murray, Li, Sastry, 1994]



Rigid body motion

in a in a kinematic chain, the degrees of freedom of 
each rigid segment is reduced


for revolute or prismatic joints to a single(!) degree 
of freedom captured

(b)

l2

l1

θ2

θ1

(x, y)

B

α

r
θ2

θ1φ

β

(x, y)

x

y

(a)

Figure 3.7: Inverse kinematics of a planar two-link manipulator.

The inverse problem is to solve for θ1 and θ2, given x and y. A standard
trick is to solve the problem using polar coordinates, (r,φ), as shown in
Figure 3.7b. From this viewpoint, θ2 is determined by r =

√
x2 + y2,

and the law of cosines gives

θ2 = π ± α α = cos−1

(
l21 + l22 − r2

2l1l2

)
. (3.16)

If α "= 0, there are two distinct values of θ2 which give the appropriate
radius; the second is referred to as the “flip solution” and is shown as a
dashed line in Figure 3.7b. The complete solution is given by solving for
φ and using this to determine θ1. This problem must be solved for each
possible value of θ2, yielding

θ1 = atan2(y, x) ± β β = cos−1

(
r2 + l21 − l22

2l1r

)
,

where the sign used for β agrees with that used for α.
This planar example illustrates several important features of inverse

kinematics problems. In solving an inverse kinematics problem, one first
divides the problem into specific subproblems, such as solving for θ2 given
r and then using θ1 to rotate the end-effector to the proper position.
Each subproblem may have zero, one, or many solutions depending on
the desired end-effector location. If the configuration is outside of the
workspace of the manipulator, then no solution can exist and one of
the subproblems must fail to have a solution (consider what happens
if r > l1 + l2 in the example above). Multiple solutions occur when
the desired configuration is within the workspace but there are multiple
joint configurations which all map to the same end-effector location. If
a subproblem generates multiple solutions, then we must complete the
solution procedure for all joint angles generated by the subproblem.
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Figure 3.6: Workspace calculations for a planar three-link robot (a).
The construction of the workspace is illustrated in (b). The reachable
workspace is shown in (c) and the dextrous workspace is shown in (d).

place a spherical wrist at the end of the manipulator, as in the elbow
manipulator given in Example 3.2. Recall that a spherical wrist consists
of three orthogonal revolute axes which intersect at a point. If the end-
effector frame is placed at the origin of the wrist axes, then the spherical
wrist can be used to achieve any orientation at a given end-effector po-
sition. Hence, for a manipulator with a spherical wrist, the dextrous
workspace is equal to the reachable workspace, WD = WR. Furthermore,
the complete workspace for the end-effector satisfies W = WR × SO(3).
This analysis only holds when the end-effector frame is placed at the
center of the spherical wrist; if an offset is present, the analysis becomes
more complex.

Example 3.4. Workspace for a planar three-link robot
Consider the planar manipulator shown in Figure 3.6a. Let g = (x, y,φ)
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Fig. 1. The cooperative robotic assistant, CoRA.

peaks of activation through mutual excitation of neighboring field
sites and global inhibition among all field sites (Amari, 1977). These
peaks are attractor states of the neuronal dynamics, which may
coexist bistably with subthreshold distributions of activation and
may go through instabilities. Localized peaks lay down a dynamic
memory trace, which in turn provides input preactivating the field
when new sensory inputs are supplied (Erlhagen & Schöner, 2002;
Thelen, Schöner, Scheier, & Smith, 2001). The memory trace thus
preshapes the field, making it easier to induce localized peaks in
those locations where such peaks had previously been generated.
The dynamic field concept was first applied to robotics by Engels
and Schöner (1995) and Schöner, Dose, and Engels (1995) as a way
to implement a subsymbolic formofmemory and later as amethod
to stabilize decisions about movement targets and stabilize these
in the face of fluctuating sensory input (Bicho, Mallet, & Schöner,
2000).

In this paper, we show how the framework of dynamic
field theory can be used to develop solutions for parts of the
scene representation problem. Specifically, we build a system in
which a small number of very simple feature dimensions are
represented by dynamic fields. These fields interact to build a
simple feature representation of visual objects. In an ongoing
learning process, memory traces are accumulated for different
objects under interactive guidance by the human user. The system
is capable of recognizing objects in new poses after a very small
number of views have been acquired. The system lends itself
to integration into a user-centered service robotics scenario as
we demonstrate through an implementation on the service robot
CoRA, which is equipped with an active stereo camera system and
shares a workspace with the human user (Iossifidis, Theis, Grote,
Faubel, & Schöner, 2003).

2. Methods

2.1. The cooperative robotic assistant CoRA

The anthropomorphic service robot CoRA, depicted in Fig. 1,
was designed to facilitate interaction with human users. The
robotic arm has the same seven degrees of freedom as the human
arm and is controlled by a neuronally inspired attractor dynamics
which generates human-like trajectories that are easily predictable
by the human user (Iossifidis & Schöner, 2004). CoRA has multiple
sensory channels including artificial skin,moment sensing, gesture
recognition, and gaze tracking (Iossifidis et al., 2003), that provide
an intuitive user interface. Speech recognition (implemented
through a custom keyword recognition approach (Fink, 1999))

and speech synthesis enable discourse between user and robot.
The present work aims to extend this interface by providing
the capability to associate user keywords with objects to which
the user refers and to recognize these objects by activating the
keyword label when the object appears in new locations and
poses in the scene. For testing purposes, the speech interface was,
however, typically replaced by a keyboard interface as this speeds
up long test series.

2.2. Segmentation

The robotic arm is mounted on a white table, which is the
workspace shared between CoRA and the human user. Objects
on the table are segmented in two steps. First, all parts of the
image that do not belong to the table are masked based on the
known current geometry of the camera system relative to the
table. Second, pixels are categorized as belonging to objects vs.
to the table. Based on the assumption that the majority of pixels
belongs to the table, the maximum of the grayvalue distribution
is tracked and a Gaussian distribution of fixed width is centered
around it. All pixels within this Gaussian distribution are marked
as pixels belonging to the table. The tracking mechanism enables
correct object-table segmentation even under changing lighting
conditions. Having segmented the image into regions belonging
and not belonging to the table, we apply a cluster algorithm
that fuses connected components into object hypotheses, each
consisting of a blob of pixels (Born & Voelpel, 1995). In the current
implementation, the user selects an individual cluster through a
graphical user interface. More advanced interfaces will make user
of human gesture (Theis, Iossifidis, & Steinhage, 2001).

2.3. Feature extraction

From the color image in the segmented blob we extract
estimates of three feature dimension that describe the segment
as a whole: (a) color; (b) size; (c) aspect ratio (see Fig. 2). Color
is represented by the color histogram over the segment, which
provides directly the input to the label-color dynamic field. (a)
Color is represented in HSV space and only pixels with saturation
and intensity values above a threshold contribute. (b) The size of
the segment is computed from the number of pixels within the
segment. As the apparent size of objects in the image depends the
position of the object on the table, we transform the estimated
image size into an approximated object size based on an estimate
of the distance between the object and the focal plane of the
camera. This can be done by estimating the location of the object
(in terms of the center of the binary blob) on the table based
on the known camera-table geometry. Finally, (c) aspect ratio
is a simple form measure that is estimated by computing the
major axes of the binary blob and taking the ratio of the first two
eigenvalues. The major axes also provide information about the
orientation of the object on the table. We use this information to
approximately correct for perspective foreshortening. Note that
both the size and the shape estimates neglect the 3D form of
the object, so that the extracted measures are only approximately
invariant under view changes. Similarly, the color histogram is
not a true invariant because parts of the object surface will
typically occluded and may differ in color composition from the
visible portion. This leads to variance in all feature values as
view points are changed. The color histogram represents a form
of filtering. For the two scalar features, size and aspect ratio,
we compute 20 consecutive estimations in time, from which
histograms are generated, effectively suppressing outliers. These
histograms provide input to the corresponding label-feature fields.
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adjacent frames:

gst(θ1, θ2) = gsl1(θ1)gl1l2(θ2)gl2t.

The mapping gst : T2 → SE(3) represents the forward kinematics of the
manipulator: it gives the end-effector configuration as a function of the
joint angles.

This procedure is easily extended to any open-chain mechanism. If we
define gli−1li(θi) as the transformation between the adjacent link frames,
then the overall kinematics are given by

gst(θ) = gsl1(θ1)gl1l2(θ2) · · · gln−1ln(θn)glnt. (3.1)

Equation (3.1) is a general formula for the forward kinematics map of an
open-chain manipulator in terms of the relative transformations between
adjacent link frames.

2.2 The product of exponentials formula

A more geometric description of the kinematics can be obtained by using
the fact that motion of the individual joints is generated by a twist associ-
ated with the joint axis. Recall that if ξ is a twist, then the rigid motion
associated with rotating and translating along the axis of the twist is
given by

gab(θ) = e
bξθgab(0).

If ξ corresponds to a prismatic (infinite pitch) joint, then θ ∈ R is the
amount of translation; otherwise, θ ∈ S1 measures the angle of rotation
about the axis.
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ated with the joint axis. Recall that if ξ is a twist, then the rigid motion
associated with rotating and translating along the axis of the twist is
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Consider again the two degree of freedom manipulator shown in Fig-
ure 3.2. Suppose that we fix the first joint and consider the configuration
of the tool frame as a function of θ2 only. This is a simple revolute (zero-
pitch) screw motion about the axis of the second joint and hence we can
write

gst(θ2) = e
bξ2θ2gst(0),

where ξ2 is the twist corresponding to rotation about the second joint.
Next, fix θ2 and move only θ1. By composition, the end-effector configu-
ration becomes

gst(θ1, θ2) = e
bξ1θ1gst(θ2) = e

bξ1θ1e
bξ2θ2gst(0), (3.2)

where ξ1 is the twist associated with the first joint. Equation (3.2) is an
alternative formula for the manipulator forward kinematics. Note that ξ1
and ξ2 are constant twists obtained by evaluating the screw motion for
each joint at the θ1 = θ2 = 0 configuration of the manipulator.

The simple form of equation (3.2) appears to rely on moving θ2 first,
followed by θ1. This allowed us to represent the joint motions as twists
about constant axes. To show that this representation does not depend
on the order in which we move the joints, we can derive the forward
kinematics by moving θ1 first, and then θ2. In this case,

gst(θ1) = e
bξ1θ1gst(0)

is the motion due to moving θ1 with θ2 fixed. This motion moves the
axis of θ2, and rotation of the second link occurs around a new axis,

ξ′2 = Ad
e

bξ1θ1 ξ2.

Using the properties of the matrix exponential (see Exercise 8 in Chap-
ter 2), the rigid body transformation

e
bξ′2θ2 = e

bξ1θ1
(
e

bξ2θ2
)

e−
bξ1θ1

describes motion about the new axis. Thus,

gst(θ1, θ2) = e
bξ′2θ2e

bξ1θ1gst(0)

= e
bξ1θ1

(
e

bξ2θ2
)

e−
bξ1θ1e

bξ1θ1gst(0)

= e
bξ1θ1e

bξ2θ2gst(0),

as before.
We can generalize this procedure to find the forward kinematics map

for an arbitrary open-chain manipulator with n degrees of freedom. Let
S be a frame attached to the base of the manipulator and T be a frame
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attached to the last link of the manipulator. Define the reference con-
figuration of the manipulator to be the configuration of the manipulator
corresponding to θ = 0 and let gst(0) represent the rigid body trans-
formation between T and S when the manipulator is in its reference
configuration. For each joint, construct a twist ξi which corresponds to
the screw motion for the ith joint with all other joint angles held fixed at
θj = 0. For a revolute joint, the twist ξi has the form

ξi =

[
−ωi × qi

ωi

]
,

where ωi ∈ R3 is a unit vector in the direction of the twist axis and
qi ∈ R3 is any point on the axis.1 For a prismatic joint,

ξi =

[
vi

0

]
,

where vi ∈ R3 is a unit vector pointing in the direction of translation.
All vectors and points are specified relative to the base coordinate frame
S.

Combining the individual joint motions, the forward kinematics map,
gst : Q→ SE(3), is given by

gst(θ) = e
bξ1θ1e

bξ2θ2 · · · ebξnθngst(0) (3.3)

The ξi’s must be numbered sequentially starting from the base, but gst(θ)
gives the configuration of the tool frame independently of the order
in which the rotations and translations are actually performed. Equa-
tion (3.3) is called the product of exponentials formula for the manipulator
forward kinematics.

Example 3.1. SCARA forward kinematics
Consider the SCARA manipulator shown in Figure 3.3. It consists of
four joints—three revolute and one prismatic (note that we have chosen
to order the joints differently than for the AdeptOne robot in Figure 3.1).
We let θ = 0 correspond to the fully extended configuration and attach
base and tool frames as shown in the figure.

The transformation between tool and base frames at θ = 0 is given
by

gst(0) =

[
I
( 0

l1+l2
l0

)

0 1

]

.

1We choose the convention −ω×q instead of q×ω since the former can be correctly
interpreted in both the spatial and planar cases (see Exercise 11 in Chapter 2).
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The individual exponentials are given by

e
bξ1θ1 =






cos θ1 − sin θ1 0 0
sin θ1 cos θ1 0 0

0 0 1 0
0 0 0 1






e
bξ2θ2 =






cos θ2 − sin θ2 0 l1 sin θ2
sin θ2 cos θ2 0 l1(1− cos θ2)

0 0 1 0
0 0 0 1






e
bξ3θ3 =






cos θ3 − sin θ3 0 (l1 + l2) sin θ3
sin θ3 cos θ3 0 (l1 + l2)(1− cos θ3)

0 0 1 0
0 0 0 1






e
bξ4θ4 =






1 0 0 0
0 1 0 0
0 0 1 θ4
0 0 0 1




 .

Expanding the terms in the product of exponentials formula yields

gst(θ) =

[
R(θ) p(θ)

0 1

]

R(θ) =




cos(θ1 + θ2 + θ3) − sin(θ1 + θ2 + θ3) 0
sin(θ1 + θ2 + θ3) cos(θ1 + θ2 + θ3) 0

0 0 1





p(θ) =




−l1 sin θ1 − l2 sin(θ1 + θ2)
l1 cos θ1 + l2 cos(θ1 + θ2)

l0 + θ4



 .

(3.4)

Example 3.2. Elbow manipulator forward kinematics
Consider the elbow manipulator shown in Figure 3.4. The mechanism
consists of two intersecting axes at the shoulder, an elbow, and a spherical
wrist (modeled as three intersecting axes). The reference configuration
(θ = 0) is fully extended, as shown.

The forward kinematics is computed by calculating the individual
twist motions for each joint. The transformation between the tool and
base frames at θ = 0 is given by

gst(0) =

[
I
( 0

l1+l2
l0

)

0 1

]

.

The first two joints have twists

ξ1 =




−

„
0
0
1

«
×

„ 0
0
l0

«

„
0
0
1

«



 =




0
0
0
0
0
1



 ξ2 =




−

„ −1
0
0

«
×

„ 0
0
l0

«

„ −1
0
0

«



 =




0

−l0
0
−1
0
0



 .
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Figure 3.6: Workspace calculations for a planar three-link robot (a).
The construction of the workspace is illustrated in (b). The reachable
workspace is shown in (c) and the dextrous workspace is shown in (d).

place a spherical wrist at the end of the manipulator, as in the elbow
manipulator given in Example 3.2. Recall that a spherical wrist consists
of three orthogonal revolute axes which intersect at a point. If the end-
effector frame is placed at the origin of the wrist axes, then the spherical
wrist can be used to achieve any orientation at a given end-effector po-
sition. Hence, for a manipulator with a spherical wrist, the dextrous
workspace is equal to the reachable workspace, WD = WR. Furthermore,
the complete workspace for the end-effector satisfies W = WR × SO(3).
This analysis only holds when the end-effector frame is placed at the
center of the spherical wrist; if an offset is present, the analysis becomes
more complex.

Example 3.4. Workspace for a planar three-link robot
Consider the planar manipulator shown in Figure 3.6a. Let g = (x, y,φ)
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Fig. 1. The cooperative robotic assistant, CoRA.

peaks of activation through mutual excitation of neighboring field
sites and global inhibition among all field sites (Amari, 1977). These
peaks are attractor states of the neuronal dynamics, which may
coexist bistably with subthreshold distributions of activation and
may go through instabilities. Localized peaks lay down a dynamic
memory trace, which in turn provides input preactivating the field
when new sensory inputs are supplied (Erlhagen & Schöner, 2002;
Thelen, Schöner, Scheier, & Smith, 2001). The memory trace thus
preshapes the field, making it easier to induce localized peaks in
those locations where such peaks had previously been generated.
The dynamic field concept was first applied to robotics by Engels
and Schöner (1995) and Schöner, Dose, and Engels (1995) as a way
to implement a subsymbolic formofmemory and later as amethod
to stabilize decisions about movement targets and stabilize these
in the face of fluctuating sensory input (Bicho, Mallet, & Schöner,
2000).

In this paper, we show how the framework of dynamic
field theory can be used to develop solutions for parts of the
scene representation problem. Specifically, we build a system in
which a small number of very simple feature dimensions are
represented by dynamic fields. These fields interact to build a
simple feature representation of visual objects. In an ongoing
learning process, memory traces are accumulated for different
objects under interactive guidance by the human user. The system
is capable of recognizing objects in new poses after a very small
number of views have been acquired. The system lends itself
to integration into a user-centered service robotics scenario as
we demonstrate through an implementation on the service robot
CoRA, which is equipped with an active stereo camera system and
shares a workspace with the human user (Iossifidis, Theis, Grote,
Faubel, & Schöner, 2003).

2. Methods

2.1. The cooperative robotic assistant CoRA

The anthropomorphic service robot CoRA, depicted in Fig. 1,
was designed to facilitate interaction with human users. The
robotic arm has the same seven degrees of freedom as the human
arm and is controlled by a neuronally inspired attractor dynamics
which generates human-like trajectories that are easily predictable
by the human user (Iossifidis & Schöner, 2004). CoRA has multiple
sensory channels including artificial skin,moment sensing, gesture
recognition, and gaze tracking (Iossifidis et al., 2003), that provide
an intuitive user interface. Speech recognition (implemented
through a custom keyword recognition approach (Fink, 1999))

and speech synthesis enable discourse between user and robot.
The present work aims to extend this interface by providing
the capability to associate user keywords with objects to which
the user refers and to recognize these objects by activating the
keyword label when the object appears in new locations and
poses in the scene. For testing purposes, the speech interface was,
however, typically replaced by a keyboard interface as this speeds
up long test series.

2.2. Segmentation

The robotic arm is mounted on a white table, which is the
workspace shared between CoRA and the human user. Objects
on the table are segmented in two steps. First, all parts of the
image that do not belong to the table are masked based on the
known current geometry of the camera system relative to the
table. Second, pixels are categorized as belonging to objects vs.
to the table. Based on the assumption that the majority of pixels
belongs to the table, the maximum of the grayvalue distribution
is tracked and a Gaussian distribution of fixed width is centered
around it. All pixels within this Gaussian distribution are marked
as pixels belonging to the table. The tracking mechanism enables
correct object-table segmentation even under changing lighting
conditions. Having segmented the image into regions belonging
and not belonging to the table, we apply a cluster algorithm
that fuses connected components into object hypotheses, each
consisting of a blob of pixels (Born & Voelpel, 1995). In the current
implementation, the user selects an individual cluster through a
graphical user interface. More advanced interfaces will make user
of human gesture (Theis, Iossifidis, & Steinhage, 2001).

2.3. Feature extraction

From the color image in the segmented blob we extract
estimates of three feature dimension that describe the segment
as a whole: (a) color; (b) size; (c) aspect ratio (see Fig. 2). Color
is represented by the color histogram over the segment, which
provides directly the input to the label-color dynamic field. (a)
Color is represented in HSV space and only pixels with saturation
and intensity values above a threshold contribute. (b) The size of
the segment is computed from the number of pixels within the
segment. As the apparent size of objects in the image depends the
position of the object on the table, we transform the estimated
image size into an approximated object size based on an estimate
of the distance between the object and the focal plane of the
camera. This can be done by estimating the location of the object
(in terms of the center of the binary blob) on the table based
on the known camera-table geometry. Finally, (c) aspect ratio
is a simple form measure that is estimated by computing the
major axes of the binary blob and taking the ratio of the first two
eigenvalues. The major axes also provide information about the
orientation of the object on the table. We use this information to
approximately correct for perspective foreshortening. Note that
both the size and the shape estimates neglect the 3D form of
the object, so that the extracted measures are only approximately
invariant under view changes. Similarly, the color histogram is
not a true invariant because parts of the object surface will
typically occluded and may differ in color composition from the
visible portion. This leads to variance in all feature values as
view points are changed. The color histogram represents a form
of filtering. For the two scalar features, size and aspect ratio,
we compute 20 consecutive estimations in time, from which
histograms are generated, effectively suppressing outliers. These
histograms provide input to the corresponding label-feature fields.

x = f(θ)

θ = f−1(x)

kinematic model

inverse kinematic model

·x = J(θ) ·θ
·θ = J−1(θ) ·x



Redundant kinematics

redundant arms/tasks: 
more joints than task-level 
degrees of freedom
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Redundant kinematics

=> (continuously) many 
inverse solutions… 

(x,y)



Redundant kinematics

use pseudo-inverses that minimize a 
functional (e.g., total joint velocity or 
total momentum)

·x = J(θ) ·θ
·θ = J+(θ) ·x

pseudo-inverse

(x,y)

range space
motion

J+(θ) = JT(JJT)−1

minimizes 
·θ2



Spaces for robotic motion planning

or use extra degrees of 
freedom for additional tasks 
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Fig. 1. The anthropomorphic robotic assistant CORA.

kinematic attractor dynamics approach, which we generalize
to include dynamic collision-avoidance of the arm itself and
the consideration of joint limits. The approach is heuristic and
makes use of a number of simplifying assumptions, but is
considerably simpler than more general methods (e.g., [17])
and maintains the human-like movement trajectories.

One simplification arises from the scenario we are address-
ing: The human user and the robot arm reach for objects on a
table surface (Fig. 1). The robot arm avoids all obstacles, be
they objects positioned on the table or body parts of the human
operator by moving above the occupied regions in space, never
by moving below the the occupied space (e.g., never in the
space between the table and the human operator).

The idea then is to backtrack the movement plan from
the distal to the proximal segments: The tool-point trajectory
is generated through two heading-directions. We control the
arm such that the wrist and forearm follow the collision-free
path in space on which the end-effector has moved. We then
exploit the redundancy of the arm in order to control the
spatial position of the elbow both to clear obstacles with the
upper arm and to satisfy joint-limit constraints at the wrist.
All constraints are integrated by adding forces to attractor
dynamics equations for the hand orientation in space and for
the redundancy angle, which controls elbow elevation.

We first briefly review the kinematics of the redundant,
anthropomorphic arm, defining the redundancy angle and
linking it to the two constraints of obstacle avoidance and joint
limits. Then we describe the total of five dynamical systems
equations from which the arm trajectory is obtained as an
attractor solution, the system sitting at all times in the attractor.
Finally, we describe the implementation of this approach on
the robotic assistant CORA and illustrate its performance.

II. KINEMATICS

A. Inverse kinematics
The reference arm configuration is show in Figure 2. The

arm is composed of a series of roll and pitch joints. The
combination of a roll-pitch-roll-joint is functionally equivalent
to a spherical three DoF joint like the human shoulder or wrist.

The trunk of the robot is controlled separately by gener-
ating a constant joint velocity that brings the shoulder girdle
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Fig. 2. Initial Arm Configuration and coordinate systems:

from its initial position to an orientation perpendicular to the
direction from the base of the torso to the target position. This
orientation of the shoulder has been found to be best suited
for grasping (not unlike the position spontaneously adopted by
humans when they make manipulation movements).

The inverse kinematics problem for the remaining seven
degrees of freedom is solved in closed form [18][19]. Given
the hand orientation θEEF (elevation) and φEEF (azimuth)
and the hand reference point, the vector !rh from the wrist to
the hand reference tool-point (Fig. 3) is determined as

!rh = RφEEF

z · RθEEF

y · êx · lh (1)

where Rx, Rz denote rotation matrices around the z- and y-
axes, êx the unit vector in the x-direction and lh denotes the
seqment length.
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Fig. 3. The redundancy of the shoulder and the elbow joints

The redundant degree of freedom is defined by the redun-
dancy circle, the center !rm

!rm =
|!ru|2 − |!rf |2 + |!rWST |2

2 · |!rWST |2
!rWST (2)

of which lies on a ray pointing from the shoulder to the wrist
joint. The spatial position of the elbow lies on this circle of
radius R:

R =

√

√

√

√|!ru|2 −

(

|!ru|2 − |!rf |2 + |!rWST |2

2 · |!rWST |

)2

(3)

Expressing the wrist vector, !rWST , through two angles, φWST

and θWST , the elbow position can be written as

!ru =
(

RφWST

x RθWST

z Rα
x · ê

)

· R + !rm (4)

where Rx and Rz are rotation matrices around the x- and
the z-axis and the redundancy angle, α, characterizes the
position of the elbow on the redundancy circle (Fig. 3). If
the redundancy angle, α, is specified, all limb vectors are
known. A straightforward solution of the inverse kinematics
determines the joint angles θ1, θ2, θ3θ4, θ5, θ6, θ7.

[Iossifidis, Schöner, ICRA 2004]
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