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neurons

four components of neurons30  Part I / Overall Perspective

by two main mechanisms. Intracellular Na+ and K+

concentrations are largely controlled by a membrane 
protein that actively pumps Na+ out of the cell and K+

back into it. This Na+-K+ pump, about which we shall 
learn more in Chapter 6, keeps the Na+ concentration 
in the cell low (about one-tenth the concentration outside 
the cell) and the K+ concentration high (about 20 times 
the concentration outside). The extracellular concentra-
tions of Na+ and K+ are maintained by the kidneys.

The cell membrane is selectively permeable to K+

because the otherwise impermeable membrane con-
tains proteins that form pores called ion channels. The 
channels that are active when the cell is at rest are 
highly permeable to K+ but considerably less perme-
able to Na+. The K+ ions tend to leak out of these open 
channels, down the ion’s concentration gradient. As K+

ions exit the cell, they leave behind a cloud of unneu-
tralized negative charge on the inner surface of the 
membrane, so that the net charge inside the membrane 
is more negative than that outside.

A cell, such as nerve and muscle, is said to be excit-
able when its membrane potential can be quickly and 
significantly altered. This change serves as a signaling 
mechanism. In some neurons reducing the membrane 
potential by 10 mV (from –65 to –55 mV) makes the 

components that generate the four types of signals: a 
receptive component, a summing or integrative com-
ponent, a long-range signaling component, and a secre-
tory component (Figure 2–9). This model neuron is the 
physiological expression of Ramón y Cajal’s principle 
of dynamic polarization.

The different types of signals generated in a neu-
ron are determined in part by the electrical properties 
of the cell membrane. Every cell, including a neuron, 
maintains a certain difference in the electrical potential 
on either side of the plasma membrane when the cell is 
at rest. This is called the resting membrane potential. In a 
typical resting neuron the voltage of the inside of the cell 
is about 65 mV more negative than the voltage outside 
the cell. Because the voltage outside the membrane is 
defined as zero, we say the resting membrane potential 
is –65 mV. The resting potential in different nerve cells 
ranges from –40 to –80 mV; in muscle cells it is greater 
still, about –90 mV. As we shall see in Chapter 6, the 
resting membrane potential results from two factors: 
the unequal distribution of electrically charged ions, in 
particular the positively charged Na+ and K+ ions, and 
the selective permeability of the membrane.

The unequal distribution of positively charged 
ions on either side of the cell membrane is maintained 
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Figure 2–9 Most neurons, regardless of type, have four 
functional regions in which different types of signals are 
generated. Thus the functional organization of most neurons 
can be represented schematically by a model neuron. The input, 
integrative, and conductive signals are all electrical and integral 

to the cell, whereas the output signal is a chemical substance 
ejected by the cell into the synaptic cleft. Not all neurons share 
all these features; for example, local interneurons often lack a 
conductive component.
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temporal summation



two functional components

membranes: 
dendrites, soma, 
axons

synapses



membrane

source
http://www.columbia.edu/cu/psychology/courses/1010/mangels/neuro/neurosignaling/neurosignaling.html]

http://www.columbia.edu/cu/psychology/courses/1010/mangels/neuro/neurosignaling/neurosignaling.html


membrane

membrane=double lipid layer that is an electrical 
insulator

neuron is electrically charged: more negative 
potential inside than outside cell 

based on ions K+, Na+, and Cl-

source
http://www.columbia.edu/cu/psychology/courses/1010/mangels/neuro/neurosignaling/neurosignaling.html]

http://www.columbia.edu/cu/psychology/courses/1010/mangels/neuro/neurosignaling/neurosignaling.html


membrane
higher concentration of K+ inside cell

lower concentration of Na+ inside cell 

membrane less permeable to Na+ than to K+

=> Na+ gradient is steeper than the K+ gradient

=> more positive outside cell 

=> negative potential 

source
http://www.columbia.edu/cu/psychology/courses/1010/mangels/neuro/neurosignaling/neurosignaling.html]

http://www.columbia.edu/cu/psychology/courses/1010/mangels/neuro/neurosignaling/neurosignaling.html


membrane

gradient comes from ion pumps: protein channels 
in membrane that transport Na+ out of cell, K+ 
into cell, establishing gradient

this is where energy is consumed (a lot): ATP used 
to pump ions

source
http://www.columbia.edu/cu/psychology/courses/1010/mangels/neuro/neurosignaling/neurosignaling.html]

http://www.columbia.edu/cu/psychology/courses/1010/mangels/neuro/neurosignaling/neurosignaling.html


synapses

at a synapse, the membranes 
of two neurons comes very 
close

=> this is where transmission 
across neurons takes place 



two types of synapses

electrical: currents across the 
membrane directly from one 
cell to another through “gap 
junctions”

very fast, but not flexible. 

exists in the peripheral nervous 
system… but not very common

[Source: Neuroscience. 2nd edition. 
Purves D, Augustine GJ, Fitzpatrick D, et al., editors. 
Sunderland (MA): Sinauer Associates; 2001.]



two types of synapses

chemical:

pre-synaptic cell releases 
neurotransmitter in response to 
an action potential that arrives 
through the axon

post-synaptic potential induced by 
action of neurostransmitters on 
receptors 

[Source: Neuroscience. 2nd edition. 
Purves D, Augustine GJ, Fitzpatrick D, et al., editors. 
Sunderland (MA): Sinauer Associates; 2001.]



two types of synapses

chemical synapse: the more 
common one.. an much 
more flexible

slower transmission… 1 to 2 ms

[Source: Neuroscience. 2nd edition. 
Purves D, Augustine GJ, Fitzpatrick D, et al., editors. 
Sunderland (MA): Sinauer Associates; 2001.]



post-synaptic potentials

depending on the 
receptor type, 
synaptic 
transmission 
induces post-
synaptic potentials 
of different forms 
and sign

that travel to the 
soma, where a 
spiking decision is 
made

26 Nov 2015, 13:36 Figure 7.7, [Summation of postsynaptic potentials. (A)...]. - Neuroscience - NCBI Bookshelf

Page 1 of 1http://www.ncbi.nlm.nih.gov/books/NBK11104/figure/A480/?report=objectonly

Figure 7.7

Summation of postsynaptic potentials. (A) A microelectrode records the postsynaptic potentials produced by the
activity of two excitatory synapses (E1 and E2) and an inhibitory synapse (I). (B) Electrical responses to synaptic
activation. Stimulating either excitatory synapse (E1 or E2) produces a subthreshold EPSP, whereas stimulating both
synapses at the same time (E1 + E2) produces a suprathreshold EPSP that evokes a postsynaptic action potential
(shown in blue). Activation of the inhibitory synapse alone (I) results in a hyperpolarizing IPSP. Summing this IPSP
(dashed red line) with the EPSP (dashed yellow line) produced by one excitatory synapse (E1 + I) reduces the
amplitude of the EPSP (orange line), while summing it with the suprathreshold EPSP produced by activating
synapses E1 and E2 keeps the postsynaptic neuron below threshold, so that no action potential is evoked.

From: Summation of Synaptic Potentials

Neuroscience. 2nd edition.
Purves D, Augustine GJ, Fitzpatrick D, et al., editors.
Sunderland (MA): Sinauer Associates; 2001.

Copyright © 2001, Sinauer Associates, Inc.

NCBI Bookshelf. A service of the National Library of Medicine, National Institutes of Health.

[Source: Neuroscience. 2nd edition. 
Purves D, Augustine GJ, Fitzpatrick D, et al., editors. 
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spiking mechanism

all or none nature of spikes

spike generation is 
coincidence detection 

overlap of incoming post-synaptic 
potentials that have propagated to 
soma within about 10 ms required 
to sum…

typical in cortex: 10 inputs needed, 
10000 potential inputs… 

neuron as a “switch”

Neuronal Dynamics – 1.2. The passive membrane 
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Hodgkin-Huxley 

relationship 
potential-ionic 
concentration100 

mV 

0 

inside 

outside 

Ka 

Na 

Ion channels Ion pump 

Reversal potential 

1

2

( )
1 2 ( )ln n u

n u
kTu u u
q

�
'  �  

Neuronal Dynamics – 2. 2. Nernst equation 
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Hodgkin-Huxley 

dynamic model of 
potential change and 
three ion currents

which come from 
three ion channels

phenomenological 
dynamics of the ion 
ion channels

26 Nov 2015, 10:50 2.2 Hodgkin-Huxley Model | Neuronal Dynamics online book
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2.1 Equilibrium potential 2.3 The Zoo of Ion Channels
2 The Hodgkin-Huxley Model
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2.2 Hodgkin-Huxley Model

Hodgkin and Huxley (222) performed experiments on the giant axon of the squid and found
three different types of ion current, viz., sodium, potassium, and a leak current that consists
mainly of Cl  ions. Specific voltage-dependent ion channels, one for sodium and another one
for potassium, control the flow of those ions through the cell membrane. The leak current takes
care of other channel types which are not described explicitly.

2.2.1 Definition of the model

Fig. 2.2: Schematic diagram for the Hodgkin-Huxley model.

The Hodgkin-Huxley model can be understood with the help of Fig. 2.2. The semipermeable
cell membrane separates the interior of the cell from the extracellular liquid and acts as a
capacitor. If an input current  is injected into the cell, it may add further charge on the
capacitor, or leak through the channels in the cell membrane. Each channel type is represented
in Fig. 2.2 by a resistor. The unspecific channel has a leak resistance , the sodium channel a
resistance  and the potassium channel a resistance . The diagonal arrow across the
diagram of the resistor indicates that the value of the resistance is not fixed, but changes
depending on whether the ion channel is open or closed. Because of active ion transport
through the cell membrane, the ion concentration inside the cell is different from that in the
extracellular liquid. The Nernst potential generated by the difference in ion concentration is
represented by a battery in Fig. 2.2. Since the Nernst potential is different for each ion type,

−

I (t)
R

RNa RK
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(2.3)

(2.4)

there are separate batteries for sodium, potassium, and the unspecific third channel, with
battery voltages  and , respectively.

Let us now translate the above schema of an electrical circuit into mathematical equations. The
conservation of electric charge on a piece of membrane implies that the applied current 
may be split in a capacitive current  which charges the capacitor  and further components 

 which pass through the ion channels. Thus

where the sum runs over all ion channels. In the standard Hodgkin-Huxley model there are
only three types of channel: a sodium channel with index Na, a potassium channel with index
K and an unspecific leakage channel with resistance ; cf. Fig. 2.2. From the definition of a
capacity  where  is a charge and  the voltage across the capacitor, we find the
charging current . Hence from (2.3)

In biological terms,  is the voltage across the membrane and  is the sum of the ionic
currents which pass through the cell membrane.

A B

Fig. 2.3: The Hodgkin-Huxley model. A. The equilibrium
functions for the three variables  in the Hodgkin-Huxley
model. B. The voltage dependent time constant. The resting
potential is at  (arrow) and parameters are those
given in Table 2.1.

As mentioned above, the Hodgkin-Huxley model describes three types of channel. All

,ENa EK EL

I (t)
IC C

Ik

I (t) = (t) + (t)IC ∑
k

Ik

R
C = q/u q u

= du/dtIC C

C = − (t) + I .du
dt ∑

k
Ik (t)

u ∑k Ik

m, n, h

u = −65mV

26 Nov 2015, 10:50 2.2 Hodgkin-Huxley Model | Neuronal Dynamics online book

Page 3 of 13http://neuronaldynamics.epfl.ch/online/Ch2.S2.html

(2.5)

channels may be characterized by their resistance or, equivalently, by their conductance. The
leakage channel is described by a voltage-independent conductance . Since  is the
total voltage across the cell membrane and  the voltage of the battery, the voltage at the leak
resistor in Fig. 2.2 is . Using Ohm’s law, we get a leak current .

The mathematics of the other ion channels is analogous except that their conductance is
voltage and time dependent. If all channels are open, they transmit currents with a maximum
conductance  or , respectively. Normally, however, some of the channels are blocked.
The breakthrough of Hodgkin and Huxley was that they succeeded to measure how the
effective resistance of a channel changes as a function of time and voltage. Moreover, they
proposed a mathematical description of their observations. Specifically, they introduced
additional ’gating’ variables  and  to model the probability that a channel is open at a
given moment in time. The combined action of  and  controls the Na  channels while the K

 gates are controlled by . For example, the effective conductance of sodium channels is
modeled as , where  describes the activation (opening) of the channel
and  its inactivation (blocking). The conductance of potassium is , where 
describes the activation of the channel.

In summary, Hodgkin and Huxley formulated the three ion currents on the right-hand-side of
Eq. (2.4) as

The parameters , , and  are the reversal potentials.

55 40
-77 35
-65 0.3

Table 2.1: Parameters for the Hodgkin-Huxley equations fitted on
pyramidal neurons of the cortex. The parameters for  and  were fitted
by Zach Mainen (323) on experiments reported by Huguenard et al. (233)
and the parameters for  by Richard Naud on the experiments reported in
Hamill et al. (205). Voltage is measured in mV and the membrane
capacity is .

The three gating variables , , and  evolve according to differential equations of the form

= 1/RgL u
EL

u − EL = (u − )IL gL EL

gNa gK

m, n h
m h +

+ n
1/ = hRNa gNa m3 m

h 1/ =RK gK n4 n

= (u − ) + (u − ) + (u − ) .∑
k

Ik gNa m3h ENa gK n4 EK gL EL

ENa EK EL

x [mV]Ex [mS / ]gx cm2

Na
K
L

x [ ]αx ( / mV)u ms−1 [ ]βx ( / mV)u ms−1

n 0.02 / [1 − ](u − 25) e− / 9(u−25) −0.002 / [1 − ](u − 25) e / 9(u−25)

m 0.182 / [1 − ](u + 35) e− / 9(u+35) −0.124 / [1 − ](u + 35) e / 9(u+35)

h 0. 25 e−(v+90)/12 0. 25 /e(v+62)/6 e(v+90)/12

n m

h

C = 1μF/cm2

m n h
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(2.9)

Example: Time Constants, Transition Rates, and Channel Kinetics

As an alternative to the formulation of channel gating in Eq. (2.6), the activation and
inactivation dynamics of each channel type can also be described in terms of voltage-
dependent transition rates  and ,

The two formulations Eqs. (2.6) and (2.2.2) are equivalent. The asymptotic value 
and the time constant  are given by the transformation 

 and . The
various functions  and , given in Table 2.1, are empirical functions of  that produce
the curves in Figure 2.3.

Equations (2.2.2) are typical equations used in chemistry to describe the stochastic
dynamics of an activation process with rate constants  and . We may interpret this
process as a molecular switch between two states with voltage-dependent transition rates.
For example, the activation variable  can be interpreted as the probability of finding a
single potassium channel open. Therefore in a patch with  channels, approximately 

 channels are expected to be closed. We may interpret  as the
probability that in a short time interval  one of the momentarily closed channels
switches to the open state.

2.2.3 Dynamics

A

B

α β

=ṁ (1 − m) − mαm (u) βm (u)
=ṅ (1 − n) − nαn (u) βn (u)
=ḣ (1 − h) − h.αh (u) βh (u)

(u)x0
(u)τx

(u) = (u) / [ (u) + (u)]x0 αx αx βx (u) =τx [ (u) + (u)]αx βx
−1

α β u

α β

n
K

k ≈ (1 − n) K (u) Δtαn
Δt



Hodgkin-Huxley 

based on data from squid-axon…  
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Fig. 2.4: Original data and fit of Hodgkin and Huxley (1952).
The measured time course of the potassium conductance
(circles) after application of a voltage step of 25mV (left,
marked A) and after return to resting potential (right, B). The fit
(solid line) is based on Eq. (2.8). Adapted from (222).

Example: Activation and De-inactivation

The variable  is called an activation variable. To understand this terminology, we note
from Fig. 2.3 that the value of  at the neuronal resting potential of =-65mV is
close to zero. Therefore, at rest, the sodium current  through
the channel vanishes. In other words, the sodium channel is closed.

When the membrane potential increases significantly above the resting potential, the gating
variable  increases to its new value . As long as  does not change, the sodium
current increases and the gate opens. Therefore the variable  ’activates’ the channel. If,
after a return of the voltage to rest,  decays back to zero, it is said to be ‘de-activating’.

The terminology of the ‘inactivation’ variable  is analogous. At rest,  has a large
positive value. If the voltage increases to a value above -40mV,  approaches a new value 

 which is close to rest. Therefore the channel ‘inactivates’ (blocks) with a time
constant that is given by . If the voltage returns to zero,  increases so that the
channel undergoes ‘de-inactivation’. This sounds like a tricky vocabulary, but it turns out
to be useful to distinguish between a deactivated channel (  close to zero and  close to
one) and an inactivated channel (  close to zero).

2.2.2 Stochastic Channel Opening

The number of ion channels in a patch of membrane is finite and individual ion channels open
and close stochastically. Thus, when an experimentalist records the current flowing through a
small patch of membrane, he does not find a smooth and reliable evolution of the measured
variable over time but rather a highly fluctuating current, which looks different at each

m
(u)m0 u

= (u − )INa gNa m3h ENa

m (u)m0 h
m

m

h h
h

(u)h0
(u)τh h

m h
h



Hodgkin Huxley

the spiking mechanism is an instability => 
threshold effect
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Example: Mean firing rates and gain function

The Hodgkin-Huxley equations (2.4)-(2.2.2) may also be studied for constant input 
 for . (The input is zero for ). If the value  is larger than a

critical value A/cm , we observe regular spiking; Fig. 2.7A. We may define a
firing rate  where  is the inter-spike interval.

The firing rate as a function of the constant input , often called the ’frequency-current’
relation or ‘f-I-plot’, defines the gain function plotted in Fig. 2.7B. With the parameters
given in Table 2.1, the gain function exhibits a jump at . Gain functions with a
discontinuity are called ’type II’.

If we shift the curve of the inactivation variable  to more positive voltages, and keep
otherwise the same parameters, the modified Hodgkin-Huxley model exhibits a smooth
gain function; see Section 2.3.2 and Fig. 2.11. Neuron models or, more generally,
’excitable membranes’ are called ’type I’ or ’class I’ if they have a continuous frequency-
current relation. The distinction between excitability of type I and II can be traced back to
Hodgkin (223).

A B

Fig. 2.8: A. Spike train of the Hodgkin-Huxley model driven by
a time dependent input current. The action potentials occur
irregularly. The figure shows the voltage  as a function of
time. B. Threshold effect. A short current pulse of 1ms is
applied which leads to a excursion of the membrane potential of
a few millivolt (dashed line). A slight increase of the strength of
the current pulse leads to the generation of an action potential
(solid line) with an amplitude of about 100mV above rest (out
of bounds).

I (t) = I0 t > 0 t ≤ 0 I0
≈ 2.7μIθ 2

ν = 1/T T

I0

Iθ

h

u



Hodgkin Huxley

spike rate reflects input current
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increases due to increasing . As a result, positive sodium ions flow into the cell and raise the
membrane potential even further. If this positive feedback is large enough, an action potential
is initiated. The explosive increase comes to a natural halt when the membrane potential
approaches the reversal potential  of the sodium current.

At high values of  the sodium conductance is slowly shut off due to the factor . As indicated
in Fig. 2.3B, the ‘time constant’  is always larger than . Thus the variable  which
inactivates the channels reacts more slowly to the voltage increase than the variable  which
opens the channel. On a similar slow time scale, the potassium (K ) current sets in Fig. 2.6C.
Since it is a current in outward direction, it lowers the potential. The overall effect of the
sodium and potassium currents is a short action potential followed by a negative overshoot; cf.
Fig. 2.6A. The negative overshoot, called hyperpolarizing spike-after potential, is due to the
slow de-inactivation of the sodium channel, caused by the -variable.

A B

C D

Fig. 2.7: A. Spike train of the Hodgkin-Huxley model (with the
parameters used in this book) for constant input current . B.
Gain function. The mean firing rate  is plotted as a function of 

. The gain function of the Hodgkin-Huxley model is of type
II, because it exhibits a jump. C. Same as A, but for the original
parameters found by Hodgkin and Huxley to describe the ion
currents in the giant axon of the squid. D. Gain function for the
model in C.

m

ENa

u h
τh τm h

m
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h
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Hodgkin Huxley

time varying inputs make time varying rate
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Example: Mean firing rates and gain function

The Hodgkin-Huxley equations (2.4)-(2.2.2) may also be studied for constant input 
 for . (The input is zero for ). If the value  is larger than a

critical value A/cm , we observe regular spiking; Fig. 2.7A. We may define a
firing rate  where  is the inter-spike interval.

The firing rate as a function of the constant input , often called the ’frequency-current’
relation or ‘f-I-plot’, defines the gain function plotted in Fig. 2.7B. With the parameters
given in Table 2.1, the gain function exhibits a jump at . Gain functions with a
discontinuity are called ’type II’.

If we shift the curve of the inactivation variable  to more positive voltages, and keep
otherwise the same parameters, the modified Hodgkin-Huxley model exhibits a smooth
gain function; see Section 2.3.2 and Fig. 2.11. Neuron models or, more generally,
’excitable membranes’ are called ’type I’ or ’class I’ if they have a continuous frequency-
current relation. The distinction between excitability of type I and II can be traced back to
Hodgkin (223).

A B

Fig. 2.8: A. Spike train of the Hodgkin-Huxley model driven by
a time dependent input current. The action potentials occur
irregularly. The figure shows the voltage  as a function of
time. B. Threshold effect. A short current pulse of 1ms is
applied which leads to a excursion of the membrane potential of
a few millivolt (dashed line). A slight increase of the strength of
the current pulse leads to the generation of an action potential
(solid line) with an amplitude of about 100mV above rest (out
of bounds).

I (t) = I0 t > 0 t ≤ 0 I0
≈ 2.7μIθ 2

ν = 1/T T

I0

Iθ

h

u



Conduction along axons

spikes travel down the 
axon… major source of 
time delays

saltatory conduction based 
on myelination 



Conduction along axons

spikes travel down the 
axon… major source of 
time delays

saltatory conduction based 
on myelination 



Synaptic dynamics

represent the current induced by a 
presynaptic spike as a time dependent 
conductivity of the dendritic membrane, 
g_syn(t) and induces a current 
I_syn=g_syn(t) (u - E_syn) 

g_syn(t)=exponential time course with time 
scale in ms range 



Example: 
neural 
circuit

stretch reflex

[Source: Neuroscience. 2nd edition. 
Purves D, Augustine GJ, Fitzpatrick D, et al., editors. 
Sunderland (MA): Sinauer Associates; 2001.]



Dale’s law
all synaptic connections coming from a given 
neuron are of the same type



Patterns of connectivity

forward connectivity



Patterns of connectivity

recurrent connectivity



Learning by plasticity

learning is mediated by synaptic plasticity

synaptic strengths change as a function of 
pre/post synaptic neural state



 Hebbian Learning in experiments (schematic) 

post i 
ijw EPSP 

pre               
j no spike of i 

EPSP 
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j 

post i 
ijw no spike of i 
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post i 
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Both neurons 
simultaneously active 

Increased amplitude 0ijw

u 

6.1 Synaptic plasticity 



Learning by plasticity

spike-time dependent plasticity

strengthening of synapses in which pre-synaptic spike 
precedes post-synaptic spike

weakening synapses when the temporal order is the 
reverse…



Spike-time dependent plasticity
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mathematical models of how synaptic 
strengths evolve as a function of pre/post 
synaptic state… 

spike-time dependent plasticity

strengthening of synapses in which pre-synaptic spike 
precedes post-synaptic spike

weakening synapses when the temporal order is the 
reverse…
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organization of the 
brain in terms of 
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positively bias letter features contained within baseball words
(predictive coding), thereby leading to context-dependent inter-
pretation of ambiguous letters.
Evidence that the brain actually generates predictions about

the features of incoming sensory items comes from the study
of mismatch negativity. This electroencephalogram (EEG) signal
is generated by the auditory cortex and occurs when an
incoming signal violates expectations based on the regularity

Figure 3. Cortical and Subcortical Brain
Regions
(A) Cytoarchitectonic areas (outlined in black) of
the macaque cortex have been identified by the
number of cell layers, their thickness, and cell
density. The cortical surface is viewed as a flat-
map. Such a map is necessary to see all of the
regions of the cortical surface, some of which are
normally hidden within folds. Different lobes are
outlined in different colors. The position of lobes is
indicated on the lateral and medial views of the
folded brain (bottom). Areas are grouped accord-
ing to the theory of dual origin of cerebral cortex
(Pandya and Yeterian, 1985): functional hierar-
chies occur in pairs (trends), one derived evolu-
tionarily from the hippocampus (archi; saturated
colors) and the other from the piriform cortex
(paleo; pastel colors). The dividing line between
the trends is marked by a white dashed line. The
paired trends are color coded according to the key
at the bottom right. The most recent additions to
each trend (neocortex) have six layers, whereas
the most primitive areas that form the origin of
trends (hippocampus and piriform cortex) have
three. In the visual system, the paleo trend (ventral)
is specialized for determining what is present; the
archi trend (dorsal) is specialized for determining
where objects are located. In the auditory system,
the paleo trend deals with sound identification
(what), the archi trend with sound localization
(where). In themotor and somatosensory systems,
the paleo trend preferentially deals with the face
and neck, and the archi trend deals with the trunk
and limbs (Kuypers, 1982). In the prefrontal sys-
tem, the paleo trend deals with emotions, and the
archi trend deals with executive control. The
dashed line is a thin layer of cells that connects
the ventral hippocampus to the dorsal parts of the
limbic system through a region not included in the
flatmap. The flatmap was adapted from Figure 1 of
Markov et al. (2014) by Dr. Deepak Pandya.
(B) Flow of information through major brain re-
gions. Uncolored shapes are subcortical regions.

(e.g., in tone or interval) of previous audi-
tory stimuli (Lieder et al., 2013). Another
example of prediction arises when brain
motor regions initiate an action; they
send a corollary discharge to sensory
regions predicting the sensory conse-
quences of one’s own upcoming action.
This allows these sensations to be mini-
mized (the EEG evoked potential is
smaller when you initiate the sound than
when you listen to the same sound in re-
corded form). Recent experiments indi-
cate that there are deficits of corollary

discharge in schizophrenia and that these deficits may produce
the loss of agency (sense of self) that occurs in this disease (Ford
et al., 2014; Shergill et al., 2014). For a review or predictive cod-
ing, see (Summerfield and de Lange, 2014).
Given the importance of bottom-up flow of sensory informa-

tion and the top-down flow of predictions, it is clear that the
still-mysterious algorithm of cortical computation will involve
bidirectional information flow. Theoretical work is beginning to

Neuron 86, May 20, 2015 ª2015 Elsevier Inc. 867
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Cytoarchitectonics
layered structure of cortex and many 
subcortical structures

homogeneous along surface

boundaries of areas well-defined

Spiny cell types, including thalamic afferents
The number of pyramidal cells in layer 2/3 (p2/3) and the number
of spiny cells of type sp1 in layer 1 are known because there is no
other spiny cell type present. All other layers contain at least two
types of spiny neurons. For layer 4, these are the two types of
spiny stellate cells [ss4(L4) and ss4(L2/3)] and the pyramidal cells
of this layer (p4). Because we have no additional information
about their relative frequency, we assumed that all three cell types
each contribute one-third of the spiny neurons of layer 4. There
are no numerical data available for the two types of pyramidal
cells in layer 5 [p5(L2/3) and p5(L5/6)]. However, pyramidal cells
in layer 5 with descending axon [i.e., p5(L5/6)] tend to have large
cell bodies (Martin and Whitteridge, 1984; Gabbott et al., 1987).
Large cell bodies form !21% of all pyramidal cell somata in layer

5 (Peters and Yilmaz, 1993). We therefore
assumed that neurons of type p5(L5/6) form
21% of the pyramidal cells in layer 5, and the
remaining 79% are all of type p5(L2/3). We
estimated that 75% of the pyramidal cells in
layer 6 had axons arborizing in layer 4,
whereas the remaining spiny cells in this
layer are the pyramidal cells with an axon
restricted to layer 5 and 6 [p6(L5/6)] (Gilbert
and Kelly, 1975; Martin and Whitteridge,
1984; Katz, 1987; Ahmed et al., 1994). Fi-
nally, the number of thalamic afferents of
type X and Y per square millimeter of corti-
cal area entering V1 is !902 (Peters and
Payne, 1993). By multiplying this number
with the surface area of area 17, we obtained
a total of 0.36 " 106 thalamic afferents of
type X and Y.

Smooth cell types
GABAergic cortical neurons that are im-
munoreactive for parvalbumin (PV-IR)
have the morphological features of basket
cells and chandelier cells, and those

GABAergic neurons immunoreactive to calbindin (CB-IR) have
the morphological features of double bouquet cells, Martinotti
cells, and neurogliaform cells (Alcantara and Ferrer, 1994; DeFe-
lipe, 1997). Although chandelier cells are located primarily in
layer 2/3 (Fairen and Valverde, 1980; Somogyi et al., 1982), where
they form !3.4% of the GABAergic neurons (see Materials and
Methods), Martinotti cells and neurogliaform cells are located
principally outside layer 2/3 (Peters and Regidor, 1981; Wahle,
1993). We therefore assumed that the PV-IR neurons in layer 4
and 5 are basket cells, and the CB-IR neurons in layer 2/3 are the
double bouquet cells. PV-IR neurons in layer 2/3 form between
37 and 54% of the GABAergic neurons in layer 2/3 (Demeule-
meester et al., 1989; Huxlin and Pasternak, 2001). By subtracting
the 3.4% formed by the chandelier cells, we calculated that !42%
of the GABAergic neurons in layer 2/3 are basket cells. In layer 4
and 5, the proportion of GABAergic neurons that are PV-IR (and
thus basket cells) is 78 and 42%, respectively (Demeulemeester et
al., 1989; Hogan et al., 1992; Huxlin and Pasternak, 2001). We
estimated that the proportion of the double bouquet cells in layer
2/3 is !25%, because the CB-IR neurons in this layer form be-
tween 20 and 30% of the GABAergic neurons (Demeulemeester
et al., 1989; Hogan et al., 1992; Huxlin and Pasternak, 2001). By
definition, the number of neurons in sm1–sm6 is given by the
remaining smooth cells in layers 1– 6.

“Missing” types
In our in-depth survey of the literature, we found only a few
exceptions where the description of the morphology of a cell type
differed in some aspects from the reconstructed neurons used
here. One example is the layer 5 pyramidal cells of which the
axons innervating layer 2/3 and layer 5 at approximately equal
proportions also do exist (Martin and Whitteridge, 1984). We do
not have three-dimensional reconstructions of these cells in our
database. One study also revealed a layer 6 pyramidal cell with a
dominant projection in layer 2/3 (Hirsch et al., 1998). Two of the
reconstructed layer 6 pyramidal cells in our database were similar
in that they also innervated the lower part of layer 2/3, but the
number of boutons formed in this layer was #23%. Finally, bas-
ket cells in layer 5 were observed with an ascending axonal pro-

Figure 2. Coronal view of reconstructed cells representing the different cell types present in the database. For better viewing,
two-color schemes (blue and yellow) were used. Axons are shown in bright blue or bright yellow, and dendrites are shown in dark
blue or dark yellow. Boutons are skipped for visibility. Cell types are indicated at the top. b2/3, b4, b5, Basket cells in layer 2/3, 4,
and 5; db2/3, double bouquet cell in layer 2/3; p2/3, p4, p5, p6, pyramidal cells in layer 2/3, 4, 5, and 6; ss4, spiny stellate cells in
layer 4. Spiny stellate cells and pyramidal cells in layer 5 and 6 were further distinguished by the preferred layer of the axonal
innervation [ss4(L4) (data not shown), ss4(L2/3), p5(L2/3), p5(L5/6), p6(L4) and p6(L5/6)]. X/Y thalamic afferents of type X and
Y. Horizontal lines indicate the approximate cortical layers L1, L2/3 (layer 2 and 3 were merged), L4, L5, and L6. Also indicated is
the white matter (wm). Scale bar, 300 !m.

Figure 3. Coronal view of a reconstructed layer 6 pyramidal cell. The axon is shown in red,
boutons are in white, and dendrites are in green. Cortical layers are indicated by gray curves.
Receptive field: simple (s1), monocular driven, preferred orientation at 60°; size, 0.3 " 0.5°.
wm, White matter.

Binzegger et al. • Quantitative Cortical Circuit J. Neurosci., September 29, 2004 • 24(39):8441– 8453 • 8445

[Binzegger, 
Douglas, 

Martin 2004]



Canonical cortical circuits

local connectivity 
pattern across 
layers reproducible

systematic pattern 
of connectivity 
across areas

25 May 2004 22:59 AR AR217-NE27-16.tex AR217-NE27-16.sgm LaTeX2e(2002/01/18) P1: IKH

424 DOUGLAS ! MARTIN

Figure 2 Graph of the temporal interactions between the cell types shown in Figure 1.
Time unfolds toward the right. Each edge represents one synaptic delay. A temporal path
ends when it is no longer unique; that is, further possible paths from that end node can be
traced by selecting other nodes in the graph of the same cell type. For additional description,
see Figure 1.

& Deschenes 1997). The one interesting variant on the vertical circuit seen in cat
and monkey visual cortex is a projection from layer 6 to the upper tier of layer 5
of barrel cortex (Zhang & Deschenes 1997).

Matching of Thalamic and Layer 6 Pyramidal Arborizations

The tree shrew has been an invaluable model system for studying the intrinsic exci-
tatory connections in neocortex. Fitzpatrick (1996) has noted that the stratification
of intrinsic axonal arbors in the tree shrew visual cortex reflects the organization
of parallel functional streams and that in the tree shrew it seems to do so more

[Douglas, Martin, 2004]
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Functional mapping

link anatomical structures to 
function 

based on input-output relations

… and on neuropsychology/
cognitive neuroscience
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with language. Broca was influenced by Gall’s efforts 
to map higher functions in the brain, but instead of 
correlating behavior with bumps on the skull he cor-
related clinical evidence of aphasia with brain lesions 
discovered post mortem. In 1861 he wrote, “I had 
thought that if there were ever a phrenological science, 
it would be the phrenology of convolutions (in the cor-
tex), and not the phrenology of bumps (on the head).” 
Based on this insight Broca founded neuropsychology, a 
science of mental processes that he distinguished from 
the phrenology of Gall.

In 1861 Broca described a patient, Leborgne, who as 
a result of a stroke could not speak, although he could 
understand language perfectly well. This patient had 
no motor deficits of the tongue, mouth, or vocal cords 
that would affect his ability to speak. In fact, he could 
utter isolated words, whistle, and sing a melody with-
out difficulty. But he could not speak grammatically or 
create complete sentences, nor could he express ideas 
in writing. Postmortem examination of this patient’s 
brain showed a lesion in the posterior region of the 
frontal lobe, now called Broca’s area (Figure 1–4B). 
Broca studied eight similar patients, all with lesions in 
this region, and in each case the lesion was located in 
the left cerebral hemisphere. This discovery led Broca 
to announce in 1864: “Nous parlons avec l’hémisphère 
gauche!” (We speak with the left hemisphere!)

Broca’s work stimulated a search for cortical sites 
associated with other specific behaviors—a search 
soon rewarded. In 1870 Gustav Fritsch and Eduard 
Hitzig galvanized the scientific community when they 
showed that characteristic limb movements of dogs, 
such as extending a paw, could be produced by elec-
trically stimulating discrete regions of the precentral 
gyrus. These regions were invariably located in the 
contralateral motor cortex. Thus the right hand, the 
one most used for writing and skilled movements, 
is controlled by the left hemisphere, the same hemi-
sphere that controls speech. In most people, therefore, 
the left hemisphere is regarded as dominant.

The next step was taken in 1876 by Karl Wernicke, 
who at age 26 published a now-classic paper, “The 
Symptom-Complex of Aphasia: A Psychological Study 
on an Anatomical Basis.” In it he described another 
type of aphasia, a failure of comprehension rather than 
speech: a receptive as opposed to an expressive malfunc-
tion. Whereas Broca’s patients could understand lan-
guage but not speak, Wernicke’s patient could form 
words but could not understand language. Moreover, 
the locus of this new type of aphasia was different from 
that described by Broca: The lesion occurred in the  
posterior part of the cortex where the temporal lobe 
meets the parietal and occipital lobes (Figure 1–4B).

disorder that most often occurs when certain areas of 
brain tissue are destroyed by a stroke, the occlusion 
or rupture of a blood vessel to a portion of a cerebral 
hemisphere. Many of the important discoveries in the 
study of aphasia occurred in rapid succession during 
the last half of the 19th century. Taken together, these 
advances form one of the most exciting and important 
chapters in the neural science of human behavior.

Pierre Paul Broca, a French neurologist, was the 
first to identify specific areas of the brain concerned 

Figure 1–4 Major areas of the cerebral cortex are shown in 
this lateral view of the left hemisphere.
A. The four lobes of the cerebral cortex. The motor and 
somatic sensory areas of the cortex are separated by the 
central sulcus.
B. Areas involved in language. Wernicke’s area processes 
auditory input for language and is important for understanding 
speech. It lies near the primary auditory cortex and the angular 
gyrus, which combines auditory input with information from 
other senses. Broca’s area controls the production of intel-
ligible speech. It lies near the region of the motor area that 
controls the mouth and tongue movements that form words.  
Wernicke’s area communicates with Broca’s area by a bidirectional 
pathway, part of which is made up of the arcuate fasciculus.  
(Adapted, with permission, from Geschwind 1979.)
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Basal ganglia
Frontal
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Temporal
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Cervical

Occipital
lobe

Forebrain

Midbrain

Hindbrain

Parietal
lobe

Thoracic

Lumbar

Sacral

7. Cerebrum

1. Spinal cord

4. Cerebellum

5. Midbrain

3. Pons

2. Medulla
    oblongata

Brain stem

6. Diencephalon

A B

Figure 1–2 The divisions of the central nervous 
 system.
A. The central nervous system can be divided into seven 
main parts.
B. The four lobes of the cerebral cortex.

Ramón y Cajal, who championed the view of brain 
function called cellular connectionism. According to 
this view individual neurons are the signaling units 
of the brain; they are arranged in functional groups 
and connect to one another in a precise fashion. 
 Wernicke’s work and that of the French neurologist 
Jules Dejerine in particular revealed that different 
behaviors are produced by different interconnected 
brain regions.

The first important evidence for localization 
emerged from studies of how the brain produces lan-
guage. Before we consider the relevant clinical and 
anatomical studies, we shall first review the overall 
structure of the brain. (The anatomical organization 
of the nervous system is described in some detail in 
Chapter 17.)

The Brain Has Distinct Functional Regions

The central nervous system is a bilateral and essentially 
symmetrical structure with two main parts, the spinal 
cord and the brain. The brain comprises seven major 
structures: the medulla oblongata, pons, cerebellum, 
midbrain, diencephalon, and cerebrum (Box 1–1 and 
Figure 1–3).

Radiographic imaging techniques have made it 
possible to see these structures in living people. Brain 
imaging is now commonly used to evaluate the met-
abolic activity of discrete regions of the brain while 
people are engaged in specific tasks under controlled 
conditions. Such studies provide direct evidence that 
specific types of behavior involve particular regions of 
the brain. As a result, Gall’s original idea that discrete 

01_Kandel_ch01_p001-020.indd   9 18/08/12   9:49 AM
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Figure 21–1 The major sensory modalities in humans are 
mediated by distinct classes of receptor neurons located in 
specific sense organs. Each class of receptor cell transforms 
one type of stimulus energy into electrical signals that are 
encoded as trains of action potentials. The principal receptor 
cells include photoreceptors (vision),  chemoreceptors (smell, 
taste, and pain), thermal receptors, and  mechanoreceptors 

(touch, hearing, balance, and proprioception). The classic five 
senses—vision, smell, taste, touch, and hearing—and the 
sense of balance are mediated by receptors in the eye, nose, 
mouth, skin, and inner ear, respectively. The other somatosen-
sory modalities—thermal senses, pain, and proprioception— 
are mediated by receptors distributed throughout the body.

specialized receptors. The sensory information is 
transmitted to the central nervous system by trains of 
action potentials that represent particular aspects of 
the stimulus. The question that has intrigued philoso-
phers and scientists alike is whether experienced sen-
sations accurately reflect the stimuli that produce them 
or whether our knowledge of the world is inherently 
subjective and imprecise.

the complex forms that are the basis of cognition. Sen-
sory pathways are also recursive. The higher centers in 
the brain modify and structure the incoming flow of 
sensory signals by feeding information back to earlier 
stages of processing; thus percepts are shaped by inter-
nal as well as environmental factors.

In each sensory modality a specific type of stim-
ulus energy is transformed into electrical signals by 

Vision Smell Taste 

PainTouch

Hearing

Thermal senses

Balance Proprioception
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logical range and ordered relationship to each other, 
but the intervals between them cannot be compared 
meaningfully. Verbal descriptors of pain intensity are 
an example of an ordinal scale. When a clinician says, 
“On a scale from 1 to 10 in which 10 is the worst imag-
inable pain, how would you rate your pain?” there 
is no suggestion that the pain associated with an 8 is 
twice as intense as the pain associated with a 4 or that 
the  difference between 5 and 6 equals the difference 
between 1 and 2.

On interval scales distances but not ratios between 
values have meaning. Counts of the number of stimuli 
delivered in a session or estimates of the position of an 
object on a grid map are examples of interval scales. In 
ratio scales the concepts of rank, interval, and ratio all 
have valid meanings. Estimates of the perceived inten-
sity of a stimulus are treated as ratio scales. Subjects 
are instructed to assign a number proportional to the 
perceived intensity when a stimulus is detected, and to 
report “zero” when they feel no stimulus. Subjects typi-
cally choose their own numerical scale within a session. 
The values measured during an experiment are then 
normalized to allow comparisons of stimulus ratings 

described earlier; and (3) the method of adjustment 
or reproduction, in which a subject adjusts a second 
stimulus to match or reproduce the intensity of the 
first one.

The next major methodological and conceptual 
developments in psychophysics came almost a century 
later when S. S. Stevens introduced the technique of 
magnitude estimation, whereby subjects use a numeri-
cal scale to rate the intensity of the sensations experi-
enced by stimuli of different amplitude (Figure 21–3). 
Verbal reports of subjective experience are widely used 
because they are usually reliable and repeatable. Reli-
ability is assessed by correlations between observers 
rating the same stimuli; repeatability is measured by 
correlations between responses from the same subject 
to similar stimuli.

Stevens generalized the method of direct verbal 
reporting by defining four scales of measurement—
the nominal, ordinal, interval, and ratio scales—and 
specifying appropriate methods for analyzing data 
of each type. On nominal scales items have names 
but not rank; examples are names of colors, tastes, 
and smells. On ordinal scales items are ranked with a 
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Figure 21–3 The firing rates of sensory nerves encode the 
stimulus magnitude. The data in the two plots suggest that 
the neural coding of stimulus intensity is faithfully transmit-
ted from peripheral receptors to cortical centers that mediate 
conscious sensation. (Adapted, with permission, from Mount-
castle, Talbot, and Kornhuber 1966.)
A. The number of action potentials per second recorded from 
a touch receptor in the hand is proportional to the amplitude 
of skin indentation. Each dot represents the response of the 
receptor to pressure applied by a small probe. The relationship 

between the neural firing rate and the pressure stimulus is 
linear. This receptor does not respond to stimuli weaker than 
200 μm, its touch threshold.
B. Estimates made by human subjects of the magnitude of 
sensation produced by pressure on the hand increase lin-
early as a function of skin indentation. The relation between 
a subject’s estimate of the intensity of the stimulus and 
its physical strength resembles the relation between the 
discharge frequency of the sensory neuron and the stimulus 
amplitude.
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Stimulus pattern Firing rate
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Time (s)
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Stimulus

OFF cellsON cells

4  Center and
 surround
 opposite

3  Center and
 surround 
 uniform

2  Surround
 only

1  Center
 only

Transient cellsSustained cellsStimuli

On area
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Figure 26–10 Responses of retinal ganglion cells with 
center-surround receptive fields. In these idealized experi-
ments the stimulus changes from a uniform gray field to the 
pattern of bright (yellow) and dark (black) regions indicated on 
the left. 1. ON cells are excited by a bright spot in the receptive 
field center, OFF cells by a dark spot. In sustained cells the 
excitation persists throughout stimulation, whereas in transient 

cells a brief burst of spikes occurs just after the onset of stimu-
lation. 2. If the same stimulus that excites the center is applied 
to the surround, firing is suppressed. 3. Uniform stimulation 
of both center and surround elicits a response like that of the 
center, but much smaller in amplitude. 4. Stimulation of the 
center combined with the opposite stimulus in the surround 
produces the strongest response.
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nucleus and how visual information is progressively 
analyzed by the brain. For example, the change in 
receptive-field structure that occurs between the lat-
eral geniculate nucleus and cerebral cortex reveals an 
important mechanism in the brain’s analysis of visual 
form. The key property of the form pathway is selec-
tivity for the orientation of contours in the visual field. 
This is an emergent property of signal processing in pri-
mary visual cortex; it is not a property of the cortical 
input but is generated within the cortex itself.

Whereas retinal ganglion cells and neurons in 
the lateral geniculate nucleus have concentric center- 
surround receptive fields, those in the cortex, although 
equally sensitive to contrast, also analyze contours. David 
Hubel and Torsten Wiesel discovered this characteristic in 
1958 while studying what visual stimuli provoked activ-
ity in neurons in the primary visual cortex. While show-
ing an anesthetized animal slides containing a variety 
of images, they recorded extracellularly from individual 
neurons in the visual cortex. As they switched from one 
slide to another they found a neuron that produced a 
brisk train of action potentials. The cell was responding 
not to the image on the slide but to the edge of the slide 
as it was moved into position.

The Visual Cortex Is Organized into Columns 
of Specialized Neurons

The dominant feature of the functional organization of 
the primary visual cortex is the visuotopic organiza-
tion of its cells: the visual field is systematically repre-
sented across the surface of the cortex (Figure 25–11A).

In addition, cells in the primary visual cortex with 
similar functional properties are located close together 
in columns that extend from the cortical surface to the 
white matter. The columns are concerned with the 
functional properties that are analyzed in any given 
cortical area and thus reflect the functional role of that 
area in vision. The properties that are developed in the 
primary visual cortex include orientation specificity 
and the integration of inputs from the two eyes, which 
is measured as the relative strength of input from each 
eye, or ocular dominance.

Ocular-dominance columns reflect the segregation 
of thalamocortical inputs arriving from different layers 
of the lateral geniculate nucleus. Alternating layers of 
this nucleus receive input from retinal ganglion cells 
located in either the ipsilateral or contralateral retina 
(Figure 25–12). This segregation is maintained in the 
inputs from the lateral geniculate nucleus to the pri-
mary visual cortex, producing the alternating left-eye 
and right-eye ocular dominance bands (Figure 25–11B), 

Stimulus

Response

On area
(center)

Off area
(surround)

Lateral geniculate
nucleus neuronRetinal 

ganglion 
cell

Figure 25–9 Receptive fields of neurons at early relays of 
visual pathways. A circular symmetric receptive field with 
mutually antagonistic center and surround is characteristic 
of retinal ganglion cells and neurons in the lateral geniculate 
nucleus of the thalamus. The center can respond to the onset 
or offset of a spot of light (yellow), and the surround has the 
opposite response. Outside the surround there is no response, 
thus defining the receptive field boundary. The response is 
weak when light covers both the center and surround, so these 
neurons respond optimally to contrast (a light-dark boundary) in 
the visual field.
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tuning curves in primary visual cortex

IIIB

IVCβ

Neurons Receptive fieldsCortical
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A B

Figure 27–3 Orientation selectivity and mechanisms.
A. A neuron in the primary visual cortex responds selectively to 
line segments that fit the orientation of its receptive field. This 
selectivity is the first step in the brain’s analysis of an object’s 
form. (Reproduced, with permission, from Hubel and Wiesel 
1968.)

B. The orientation of the receptive field is thought to result from 
the alignment of the circular center-surround receptive fields of 
several presynaptic cells in the lateral geniculate nucleus. In the 
monkey, neurons in layer IVCβ of V1 have unoriented receptive 
fields. However, the projections of neighboring IVCβ cells onto 
a neuron in layer IIIB create a receptive field with a specific 
orientation.
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Figure 27–4 Simple and complex cells in the visual cortex. The 
receptive fields of simple cells are divided into subfields with opposite 
response properties. In an ON subfield, designated by “+,” the onset of 
a light triggers a response in the neuron; in an OFF subfield, indicated 
by “−,” the extinction of a bar of light triggers a response. Complex cells 
have overlapping ON and OFF regions and respond continuously as a line 
or edge traverses the receptive field along an axis perpendicular to the 
receptive-field orientation.
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Once synaptic input depolarizes the membrane 
potential of a motor neuron above threshold, the neu-
ron generates an action potential that is propagated 
along the axon to its terminal in the muscle. The action 
potential releases neurotransmitter at the neuromus-
cular synapse, and this causes an action potential in 
the sarcolemma of the muscle fibers. A muscle fiber 
has electrical properties similar to those of a large-
diameter, unmyelinated axon, and thus action poten-
tials propagate along the sarcolemma, although more 

slowly owing to the fiber’s higher capacitance. Because 
the action potentials in all the muscle fibers of a motor 
unit occur at approximately the same time, they con-
tribute to extracellular currents that sum to generate a 
field potential near the active muscle fibers.

Most muscle contractions involve the activation of 
many motor units, whose currents sum to produce sig-
nals detected by electromyography. In many instances 
the electromyogram (EMG) signal is large and can be 
easily recorded with electrodes placed on the skin over 

Ventral root

Motor
nucleus B

Motor
neuron A1

Motor
nucleus A

Muscle A

Muscle B

Muscle
fibers

Aponeurosis

Tendon

Figure 34–1 A typical muscle consists of many thousands 
of muscle fibers working in parallel and organized into a 
smaller number of motor units. A motor unit consists of a 
motor neuron and the muscle fibers that it innervates, illus-
trated here by motor neuron A1. The motor neurons innervat-
ing one muscle are usually clustered into an elongated motor 
nucleus that may extend over one to four segments within the 
ventral spinal cord. The axons from a motor nucleus exit the 

spinal cord in several ventral roots and peripheral nerves but 
are collected into one nerve bundle near the target muscle. In 
the figure, motor nucleus A includes all those motor neurons 
innervating muscle A; muscle B is innervated by motor neurons 
lying in motor nucleus B. The extensively branched dendrites 
of one motor neuron tend to intermingle with those of motor 
neurons from other nuclei.
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contraction times. A rapid series of action potentials 
elicits superimposed twitches known as a tetanic con-
traction or tetanus.

The force exerted during a tetanic contraction 
depends on the extent to which the twitches over-
lap and summate: The force varies with the contrac-
tion time of the motor unit and the rate at which the 

action potentials are evoked. At lower rates of stimu-
lation the ripples in the tetanus denote the peaks of 
individual twitches (Figure 34–2A). The peak force 
achieved during a tetanus varies as a sigmoidal func-
tion of action potential rate, with the shape of the curve 
depending on the contraction time of the motor unit  
(Figure 34–2B). Maximal force is reached at different 
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Figure 34–2 The force exerted by a motor unit varies with 
the rate of the action potentials.
A. Traces show the forces exerted by fast- and slow-twitch 
motor units in response to a single action potential (top trace) 
and a series of action potentials (set of four traces below). The 
time to the peak twitch force, or contraction time, is briefer 
in the fast-twitch unit. The rates of the action potentials used 
to evoke the tetanic contractions ranged from 17 to 100 Hz 
in the slow-twitch unit to 46 to 100 Hz in the fast-twitch unit. 
The peak force for the 100 Hz tetanus is greater in the fast-
twitch unit. Note the different force scales for the two sets of 

traces. (Adapted with permission from Botterman et al. 1986; 
Fuglevand, Macefield, and Bigland-Ritchie 1999; and Macefield, 
Fuglevand, and Bigland-Ritchie 1996.)
B. Relation between peak force and the rate of action poten-
tials for fast- and slow-twitch motor units. The absolute force 
(left plot) is greater for the fast-twitch motor unit at all frequen-
cies. At lower stimulus rates (right plot) the force evoked in 
the slow-twitch motor unit summed to a greater relative force 
(longer contraction time) than in the fast-twitch motor unit 
(briefer contraction time).
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Figure 35–2 Spinal reflexes involve coordinated contractions of 
numerous muscles in the limbs.
A. Polysynaptic pathways in the spinal cord mediate flexion and 
crossed-extension reflexes. One excitatory pathway activates motor 
neurons that innervate ipsilateral flexor muscles, which withdraw 
the limb from noxious stimuli. Another pathway simultaneously 
excites motor neurons that innervate contralateral extensor mus-
cles, providing support during withdrawal of the limb. Inhibitory 
interneurons ensure that the motor neurons supplying antagonist 
muscles are inactive during the reflex response. (Adapted, with 
permission, from Schmidt 1983.)
B. Monosynaptic pathways mediate stretch reflexes. Afferent axons 
from muscle spindles make excitatory connections on two sets 
of motor neurons: alpha motor neurons that innervate the same 
(homonymous) muscle from which they arise and motor neurons 
that innervate synergist muscles. They also act through interneurons 
to inhibit the motor neurons that innervate antagonist muscles. 
When a muscle is stretched by a tap with a reflex hammer, the firing 
rate in the afferent fiber from the spindle increases. This leads to 
contraction of the same muscle and its synergists and relaxation of 
the antagonist. The reflex therefore tends to counteract the stretch, 
enhancing the spring-like properties of the muscles. The records on 
the right demonstrate the reflex nature of contractions produced by 
muscle stretch in a decerebrate cat. When an extensor muscle is 
stretched it normally produces a large force, but it produces a very 
small force (dashed line) after the sensory afferents in the dorsal 
roots have been severed. (Adapted, with permission, from Liddell 
and Sherrington 1924.)
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Figure 16–9 Voluntary movement requires coordina-
tion of all components of the motor system. The principal 
components are the motor cortex, basal ganglia, thalamus, 
midbrain, cerebellum, and spinal cord. The principal descend-
ing projections are shown in green; feedback projections and 
local connections are shown in purple. All of this processing is 

incorporated in the inputs to the motor neurons of the ventral 
horn of the spinal cord, the so-called “final common pathway” 
that innervates muscle and elicits movements. (This figure is 
a composite view made from sections of the brain taken at 
different angles.)
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[Lisman, Neuron 2015]
positively bias letter features contained within baseball words
(predictive coding), thereby leading to context-dependent inter-
pretation of ambiguous letters.
Evidence that the brain actually generates predictions about

the features of incoming sensory items comes from the study
of mismatch negativity. This electroencephalogram (EEG) signal
is generated by the auditory cortex and occurs when an
incoming signal violates expectations based on the regularity

Figure 3. Cortical and Subcortical Brain
Regions
(A) Cytoarchitectonic areas (outlined in black) of
the macaque cortex have been identified by the
number of cell layers, their thickness, and cell
density. The cortical surface is viewed as a flat-
map. Such a map is necessary to see all of the
regions of the cortical surface, some of which are
normally hidden within folds. Different lobes are
outlined in different colors. The position of lobes is
indicated on the lateral and medial views of the
folded brain (bottom). Areas are grouped accord-
ing to the theory of dual origin of cerebral cortex
(Pandya and Yeterian, 1985): functional hierar-
chies occur in pairs (trends), one derived evolu-
tionarily from the hippocampus (archi; saturated
colors) and the other from the piriform cortex
(paleo; pastel colors). The dividing line between
the trends is marked by a white dashed line. The
paired trends are color coded according to the key
at the bottom right. The most recent additions to
each trend (neocortex) have six layers, whereas
the most primitive areas that form the origin of
trends (hippocampus and piriform cortex) have
three. In the visual system, the paleo trend (ventral)
is specialized for determining what is present; the
archi trend (dorsal) is specialized for determining
where objects are located. In the auditory system,
the paleo trend deals with sound identification
(what), the archi trend with sound localization
(where). In themotor and somatosensory systems,
the paleo trend preferentially deals with the face
and neck, and the archi trend deals with the trunk
and limbs (Kuypers, 1982). In the prefrontal sys-
tem, the paleo trend deals with emotions, and the
archi trend deals with executive control. The
dashed line is a thin layer of cells that connects
the ventral hippocampus to the dorsal parts of the
limbic system through a region not included in the
flatmap. The flatmap was adapted from Figure 1 of
Markov et al. (2014) by Dr. Deepak Pandya.
(B) Flow of information through major brain re-
gions. Uncolored shapes are subcortical regions.

(e.g., in tone or interval) of previous audi-
tory stimuli (Lieder et al., 2013). Another
example of prediction arises when brain
motor regions initiate an action; they
send a corollary discharge to sensory
regions predicting the sensory conse-
quences of one’s own upcoming action.
This allows these sensations to be mini-
mized (the EEG evoked potential is
smaller when you initiate the sound than
when you listen to the same sound in re-
corded form). Recent experiments indi-
cate that there are deficits of corollary

discharge in schizophrenia and that these deficits may produce
the loss of agency (sense of self) that occurs in this disease (Ford
et al., 2014; Shergill et al., 2014). For a review or predictive cod-
ing, see (Summerfield and de Lange, 2014).
Given the importance of bottom-up flow of sensory informa-

tion and the top-down flow of predictions, it is clear that the
still-mysterious algorithm of cortical computation will involve
bidirectional information flow. Theoretical work is beginning to
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Challenge

understanding how the functional 
organization structures behavior

in closed loop with the environment

and with internal closed loops (mostly within 
areas/populations)

=> need dynamics to understand that…. 


