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Abstract
We propose a neural dynamic architecture that models nega-
tion processing. The architecture receives a visual scene and
a relational phrase like “The blue object is not to the right of
the yellow object” or “The blue object is to the right of the
green object” as input, and autonomously determines whether
the phrase correctly describes the visual scene. The model is
built out of empirically founded components for perceptually
grounded cognition and constrained by neural principles. We
demonstrate that the model can explain two commonly found
reaction time effects: the negation effect in which reaction
times are higher for negated than for affirmative phrases, and
the polarity-by-truth-value interaction effect in which reaction
times for false negated phrases are faster than those for true
negated phrases whereas the opposite is true for affirmative
phrases. The model is consistent with some aspects of the two-
step simulation theory.
Keywords: negation effect; polarity-by-truth-value interac-
tion; neural dynamics; dynamic field theory

Introduction
A key property of human language is, of course, that it can
be used to describe the world around us. We perceptually
ground a phrase by directing attention to objects or events in
the world that the phrase refers to. Phrases may also be used
to describe what is not the case in the world, however, ex-
pressed by negative rather than positive polarity. Moreover,
as part of the perceptual grounding process, listeners may de-
termine the truth value of phrases of either polarity.

Polarity entails non-trivial processing effects. Negated
phrases are typically more difficult to process than affirma-
tive phrases, as indicated for instance by longer reaction times
and higher error rates when processing such phrases (Just &
Carpenter, 1971; Clark & Chase, 1972; Wason, 1965). This
finding is usually referred to as the negation effect. When
phrases of varying polarity are presented at the same time as
a visual scene they describe, a false negated phrase is often
processed more rapidly than a true negated phrase whereas
the opposite holds for affirmative phrases. This is referred to
as the polarity-by-truth-value interaction (Kaup, Lüdtke, &
Zwaan, 2005; Carpenter & Just, 1975; Chase & Clark, 1971)

The scientific stance of grounded cognition, as articulated,
for instance, by Barsalou (2008), posits that language is inti-
mately linked to perceptual representations, potentially lead-
ing up to perceptual symbols as units of representation. This
supports attentional processes that select objects or events
based on their properties and their relationships to other ob-
jects or events to achieve perceptual grounding.

Accounts for the actual neural networks that may represent
elements of language in this way and for the actual neural pro-
cesses of perceptual grounding are still under development
(Holyoak & Hummel, 2000; Doumas & Hummel, 2012). We
build on a dynamic field model of the perceptual grounding
of relational phrases (Richter, Lins, & Schöner, 2021) that
commits to a set of neural principles that constrain cognitive
processes while being less concerned with the localization of
cognitive functions in the networks of the brain.

Both the negation effect and the polarity-by-truth-value in-
teraction provide an interesting challenge for a neural account
of negation processing. Consequently, we build in this paper
a neural process account for the role of polarity in the percep-
tual grounding of relational phrases and for how truth value
of phrases of either polarity may be obtained.

Methods
The neural process account makes use of dynamic field the-
ory (Schöner, Spencer, & the DFT Research Group, 2016), a
mathematical framework to model cognitive processes con-
sistent with neural principles. Psychological and behavioral
effects are explained on the basis of the activation of neu-
ral populations, neural fields u(x, t), which represent feature
dimensions, x, such as visual space, or color by virtue of
their forward connectivity from the sensory surfaces. Neu-
ral nodes represent categorical concepts. Neural activation
evolves continuously in time (time scale, τ) not only driven
by inputs, s(x, t), from the sensory surfaces, but also shaped
by strong current connectivity, w(x − x′), within the neural
population:

τu̇(x, t) =−u(x, t)+h+ s(x, t) +
∫

g(u(x′, t))w(x− x′)dx′

where g(u(x, t)) is a sigmoid threshold function, and h< 0 the
field’s resting level. Sub-threshold activation becomes unsta-
ble for sufficiently strong localized input in the detection in-
staibility, leading to a switch to localized peaks of activation,
the attractor states of the fields that serve as units of represen-
tation. When such peaks remain stable after inducing input is
removed, they act as working memory. The decay of peaks in
the reverse detection instability enables sequences of activa-
tion states that model cognitive processing. Neural nodes and
fields can be combined into larger architectures, such as the
one described in this paper.
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Scenario
Both the negation effect and the polarity-by-truth-value inter-
action have been found in several studies (Kaup et al., 2005;
Just & Carpenter, 1971; Clark & Chase, 1972). To exam-
ine the difference in processing phrases of different polarity
and truth value, there are several paradigms, most of which
involve the presentation of a phrase and an image. Then, par-
ticipants are either asked to verify the sentence based on the
image (as in Just & Carpenter, 1971; Clark & Chase, 1972)
or to verify whether the objects mentioned in the phrase are
present in the image (as in Kaup et al., 2005).

Figure 1: The model’s task. The four scenarios represent
the four possible polarity-truth-value combinations: true-
affirmative, false-affirmative, true-negated, and false-negated.

For this model, a similar paradigm is used. It is presented
with images that show two colored dots (red, blue, green, or
yellow) in one of four relations to each other (above, below,
to the right of, or to the left of), as well as with a phrase that
describes the visual scene (see Figure 1). In relation to the
image, the phrase is either true or false. The model’s task is
to first find the two objects in the image and to then identify
the truth value of the phrase for four different conditions: a
true affirmative phrase (Scenario 1), a false affirmative phrase
(Scenario 2), a true negated phrase (Scenario 3), or a false
negated phrase (Scenario 4).

Model
The goal is to provide a model within the DFT framework
that may perceptually ground phrases with positive or nega-
tive polarity and to propose a neural dynamic mechanism for
determining the truth value of such a phrase. We will then test
if this model accounts for the negation effect and the polarity-
by-truth-value interaction.

The neural architecture we propose is fundamentally one
large dynamical system of coupled neural activation vari-
ables and fields. However, we can distinguish different sub-
architectures in terms of their functional roles. The first and

Figure 2: The model architecture divided into its three func-
tional roles, phrase input (light-red), grounding level (green),
and truth-value determination mechanism (yellow). The ex-
ample scenario in this figure is Scenario 1 from Figure 1.

second functional sections of the model are simplifications of
corresponding portions of the grounding model proposed by
Richter et al. (2021).

The phrase input (light-red section in Figure 2) consists of
nodes, which represent discrete concepts. Color nodes for
target and reference objects project onto the respective one-
dimensional color attention fields, eliciting a peak in the cor-
responding area of the field. Both color attention fields, as
well as the image, feed into a three-dimensional color/space
attention field, with two space dimensions and one color di-
mension. The image input elicits sub-threshold bumps of ac-
tivation in this field on colored objects; where depends on
the saturation of the color. Peak formation then depends on
the input from the color attention field, causing peaks only
on objects of the given color. This field projects to the two-
dimensional space field, which selectively allows for a peak
on the object of the given color. The latter field projects to the
target field and the reference field, creating a sub-threshold
bump of activation there.

There are two processes: The target process and the refer-
ence process. They are organized by intention and condition-
of-satisfaction (CoS) nodes (see Richter et al., 2021). The tar-
get and reference intention nodes suppress each other, mean-
ing that only one of them can be active at a time. They pro-
vide input to the target or reference field, respectively, induc-
ing peak formation. Once a target object or reference object
has been found, meaning that a peak has been elicited in the
corresponding field, the respective CoS node turns on. Via
the inhibitory coupling, this deactivates the intention node,
which in turn releases the intention node of the other process
from inhibition, allowing that node to become active.

The target and reference fields feed into a neuronal trans-

1443



formation mechanism, which transforms the spatial location
of the target into a coordinate system where the reference ob-
ject is in the center. The result of this transformation feeds
into a relational CoS field, which also receives input from the
discrete relational nodes from the phrase input. It forms a
peak if the relational concept given in the phrase matches the
relative spatial relation of the objects.

This process of relational grounding is also organized. The
intention node for the relational CoS field receives inhibition
from a precondition node. This precondition node is sup-
pressed once both the target and reference CoS nodes are
activated. Thus, once both target and reference fields show
an activation peak, the relational CoS field can receive in-
put from the relation intention node. The corresponding rela-
tional CoS node gets activated once a peak has been formed
in the relational CoS field. If no peak is formed after a certain
amount of time, a condition-of-dissatisfaction (CoD) node is
activated. This is enabled by virtue of excitatory input from
the relational intention node and inhibitory input from the re-
lational CoS node. The activation of either the CoS node or
the CoD node reflects the decision the model makes whether
the relation in the image matches the one in the phrase or does
not.

The third functional section of the model is the truth-value
determination mechanism (yellow section in Figure 2). The
new concepts introduced here are the polarity of the phrase,
positive polarity for an affirmative phrase and negative polar-
ity for a negated phrase, and the two truth values, true and
false. Two nodes represent the polarity of the phrase in the
phrase input, and two nodes represent the truth values in the
subarchitecture of the truth-value determination mechanism.

For this mechanism, the relational CoS node is projected
onto the truth value True if the phrase has positive polarity
and onto the truth value False if it has negative polarity. For
the relational CoD node, these projections are crossed, mean-
ing that if the phrase is affirmative, it projects onto the truth
value False and if it is negated onto the truth value True. Neu-
rally, this is possible via the four intermediate nodes aff1, aff2,
neg1, and neg2 (see Figure 2).

Results
For the experiment, we gave the model phrases and images,
as shown in Figure 1. In the following, simulation demon-
strations will be presented for the four possible scenarios
(true-affirmative, false-affirmative, true-negated, and false-
negated). These simulations are presented with respect to the
time course of activation, which includes the time of ground-
ing the objects and relations, as well as the time of truth-value
determination.

Scenario 1: True affirmative phrase
Here, the model is given the phrase “The blue is to the right
of the green,” as well as the upper left image in Figure 1.

Figure 3 shows the time course of the grounding processes
of the first task. The reference intention node (green bar) wins

Figure 3: Processing of a true affirmative phrase. In the up-
per part of the figure, the nodes are represented for process
organization. In the lower part of the figure, the fields are
represented, where target object, reference object, and rela-
tion are grounded.

Figure 4: True affirmative phrase processing. Here, the pro-
cess of truth value determination is represented.

the competition and initiates the grounding process of the ref-
erence object. By time point t2, there is a peak in the refer-
ence field, which causes the reference CoS node to turn on
(red bar), inhibiting the reference intention node. Since the
inhibition of the target intention node now stops, it turns on
(blue bar), and by time point t3, a peak forms in the target
field as well. This causes the target CoS node to be activated
(orange bar). The precondition node (purple bar), which has
been activated since the beginning now turns off as a result of
inhibition from both the target and the reference CoS nodes.
Therefore, the relational intention node (brown bar) turns on,
and just after time point t4, a peak is elicited in the relational
CoS field, activating the relational CoS node (pink bar).
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In Figure 4, the time course of the truth value determination
mechanism is shown. This time course overlaps with that of
Figure 3 for the relational CoS and CoD node activations.

The node for positive polarity (blue bar) has been activated
since the phrase was given. As mentioned in the previous
section, the peak in the relational CoS field caused activation
of the relational CoS node (green bar). Both activated nodes
turn on the intermediate aff1 node (purple bar), which then
elicits activation of the node True (yellow bar).

Thus, the model identifies this affirmative phrase as being
true with regard to the given image.

Scenario 2: False affirmative phrase

Figure 5: Processing of a false affirmative phrase. In the
upper part of the figure, the nodes are represented for pro-
cess organization. The lower part of the figure shows the
fields, where target object, reference object, and relation are
grounded.

Figure 6: False affirmative phrase processing with respect to
truth value determination.

For this scenario, the given phrase is “The red is below the
blue” presented in the context of the upper right image from
Figure 1.

Figure 5 shows the time course of the grounding processes
of this second scenario. The processes are similar to those in
the first scenario with a similar time course. First, the refer-
ence field shows a peak, then the target field. However, now
there is no peak in the relational CoS field. Therefore, the
relational CoD node is activated (grey bar).

Figure 6 shows the time course for the truth value deter-
mination mechanism for this scenario. The positive polarity
node has been activated (blue bar) and together with the rela-
tional CoD node (red bar) provides input to the intermediate
node aff2 (brown bar). The aff2 node activates the truth value
node False (light-blue bar).

Therefore, the model identifies this affirmative phrase as
false with regard to the given image.

Scenario 3: True negated phrase

Figure 7: Processing of a true negated phrase. The upper part
of the figure shows the nodes for process organization. In
the lower part of the figure, the fields are represented, where
target and reference objects, as well as relation are grounded.

For this scenario, the model is presented with the phrase
“The yellow is not above the green,” as well as the lower left
image in Figure 1.

Figure 7 shows the time course of the grounding processes
of the third scenario. The processes are similar to those of the
first two scenarios, also with regard to their time course. First,
the reference object is found, and then the target object. As
in the second scenario, there is no peak in the relational CoS
field. Therefore, the relational CoD node is activated (grey
bar).
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Figure 8: Node activation for truth value determination of the
true negated phrase.

In Figure 8, the time course for the truth value determina-
tion mechanism for the third scenario is shown. In contrast
to the first two scenarios, the negative polarity node has been
activated from the phrase input (orange bar) and together with
the relational CoD node (red bar) provides input to the inter-
mediate node neg2 (grey bar). The neg2 node activates the
truth value node True (yellow bar).

Therefore, the model identifies this negated phrase as true
with regard to the given image.

Scenario 4: False negated phrase

Figure 9: Processing of a false negated phrase. The upper
part of the figure shows the nodes for process organization. In
the lower part of the figure, the fields are represented, where
target object, reference object, and relation are grounded.

For this scenario, the model is presented with the phrase
“The blue is not to the right of the yellow,” as well as the
lower right image in Figure 1. In Figure 9, the time course of

Figure 10: Node activation for truth value determination of
the false negated phrase.

the grounding processes of the fourth scenario is shown. As
in the first three scenarios, first, the reference object is found,
and then the target object. As in the first scenario, there is a
peak in the relational CoS field. Therefore, the relational CoS
node is activated (pink bar).

Figure 8 shows the time course for the truth value deter-
mination mechanism for Scenario 4. As in the third sce-
nario, the negative polarity node has been activated from the
phrase input (orange bar) and together with the relational CoS
node (green bar) provides input to the intermediate node neg1
(pink bar). The neg1 node activates the truth value node False
(light-blue bar).

Thus, the model identifies this negated phrase as false with
regard to the given image.

Reaction time effects

Additionally, this model shows the reaction time effects asso-
ciated with negation comprehension, both the negation effect
and the polarity-by-truth-value interaction, as can be seen in
Table 1. Firstly, it can be seen that processing an affirma-
tive true phrase takes 110 milliseconds less than a negated
true phrase, showing the common negation effect. Secondly,
processing a true negated phrase takes about 80 milliseconds
more than a false negated phrase, while a true affirmative
phrase takes about 110 milliseconds less than a false affir-
mative phrase. This illustrates the polarity-by-truth-value in-
teraction. Thirdly, it can be noted that the negation effect
disappears when the phrase is false, as a false negated phrase
takes 80 milliseconds less to verify than a false affirmative
phrase.

Table 1: The model’s reaction times for all four scenarios.

True False
Affirmative 3.53 ms 3.64 ms
Negated 3.64 ms 3.56 ms
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Discussion
We have thus presented, to the best of our knowledge, the first
neural dynamic process model, a DFT architecture, that is ca-
pable of correctly identifying affirmative and negated phrases
as true or false in relation to a given image. Additionally,
the time course of activation in all four given scenarios ac-
counts for the commonly found reaction time effects. Firstly,
the model shows the negation effect, namely increased reac-
tion times for processing true affirmative phrases versus true
negated phrases. Secondly, the increased time to identify a
negated phrase as true versus as false while an affirmative
phrase takes longer to identify as false than as true is consis-
tent with the polarity-by-truth-value interaction.

The two-step simulation theory, as suggested by Kaup et al.
(2005), is a theoretical account of why the polarity-by-truth-
value interaction occurs. It states that when confronted with
negated phrases, humans first simulate the non-factual state,
the affirmative version of the phrase, and only after some time
adapt their mental simulation to the factual state, its negated
version.

Our model is consistent with this theory in the sense that
it first grounds the affirmative version of the phrase (the non-
factual state). The truth value is determined only on the basis
of the relational CoS or CoD node of the affirmative version
of the phrase and its polarity. The polarity-by-truth-value in-
teraction results from this account. Namely, if the phrase is
negated, its affirmative version (or the non-factual state) is
processed first, in this case perceptually grounded. If the
negated phrase is false, its affirmative version will be true,
meaning that the relational CoS node will turn on. Only then
does the polarity play a role, activating the truth value False
in the described crossing mechanism. If the negated phrase is
true, however, its affirmative version will be false. The rela-
tional CoD node takes longer to turn on than the CoS node,
while the crossing mechanism to the truth value True takes an
equal amount of time. This way, the true negated phrase takes
longer to verify than the false negated phrase. If the phrase
is affirmative, however, the version of it to be grounded is
already the factual state. Therefore, the activation of the rela-
tional CoS or CoD node directly projects onto the truth values
True and False, respectively. Since the CoD node takes longer
to be activated, the false affirmative phrase takes longer to
process than the true affirmative phrase.

It is important to note that the model presented here dif-
fers in critical aspects from the processing model proposed
by Clark and Chase (1972), which assumes that sentences
and the outside world are both represented in a propositional
representation. According to the model, these two represen-
tations are then compared constituent by constituent, with the
response node turning from true to false and vice versa each
time an inconsistency is being noticed. The negation-by-truth
value interaction is explained by the number of times the re-
sponse parameter has to be changed which is a very differ-
ent explanation than the one presented here where the re-
sponse time pattern is attributed to the fact that the model

first grounds the affirmative version of the phrase.
A further question that poses itself is how the scope of the

negation operator is determined. Here, we have assumed that
the negation refers to the relation in the sentence, meaning
that the relation is the part of the phrase that needs to be
probed in order to verify the phrase or identify it as false.
This is closely related to the concept of the “question under
discussion” (QUD), as proposed by Roberts (2012). A phrase
could have prosodic focus on another part of the phrase to in-
dicate that this part should be checked. An example would
be “The red is to the left of the green”, in which the QUD
would now be “Is it the green which the red is to the left of?”.
Here, instead of the relation, the reference object is in ques-
tion. The model proposed in this paper may be extended to
this wider set of tasks. In its current version, the relation, as
the part under discussion, is grounded last. However, the or-
der of grounding the three parts could be flexibly altered and
adapted to the specific task.

Such an extension of this model seems particularly inter-
esting as studies have shown that there are instances when
the negation effect and the negation-by-truth value interac-
tion effect decrease or disappear, such as when the context
(1) invites the expectation of the non-factual state and is thus
a felicitous context for a negation to appear, (2) is highly con-
straining, leading to high close probabilities, or (3) makes
available specific alternatives to the non-factual state, such
as when the context is felicitous (see Nieuwland & Kuper-
berg, 2008; Nieuwland, 2016; Orenes, Beltran, & Santa-
maria, 2016; Spychalska, Haase, Kontinen, & Werning, 2019;
Kaup & Dudschig, 2020). For instance, the grounding of the
affirmative version of the phrase does possibly not take place
in situations with a negative QUD, such as when the negative
sentence would read as ”It is not the green that is to the left
of the red” (Tian, Ferguson, & Breheny, 2016). This current
model only accounts for cases where there are no contextual
cues given and thus only represents the neural mechanism of
negation processing without context. However, it does not ex-
clude context. An extension of this model could, additionally
to accounting for a QUD, also incorporate memory (Schöner
et al., 2016) of the previous phrases. Such an extension could
possibly account for the observed context effects in negation
processing by providing the model with a basis for expecting
the non-factual state and/or with plausible alternatives to the
non-factual state.

Overall, we have shown a possible neural dynamic account
of negation processing which not only shows the repeatedly
observed negation effect but also produces the well-known
negation-by-truth value interaction by employing one core
mechanism suggested by the literature, namely the view that
comprehenders ground the affirmative version of the phrase
when processing a negative sentence.
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