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four components of neurons30  Part I / Overall Perspective

by two main mechanisms. Intracellular Na+ and K+

concentrations are largely controlled by a membrane 
protein that actively pumps Na+ out of the cell and K+

back into it. This Na+-K+ pump, about which we shall 
learn more in Chapter 6, keeps the Na+ concentration 
in the cell low (about one-tenth the concentration outside 
the cell) and the K+ concentration high (about 20 times 
the concentration outside). The extracellular concentra-
tions of Na+ and K+ are maintained by the kidneys.

The cell membrane is selectively permeable to K+

because the otherwise impermeable membrane con-
tains proteins that form pores called ion channels. The 
channels that are active when the cell is at rest are 
highly permeable to K+ but considerably less perme-
able to Na+. The K+ ions tend to leak out of these open 
channels, down the ion’s concentration gradient. As K+

ions exit the cell, they leave behind a cloud of unneu-
tralized negative charge on the inner surface of the 
membrane, so that the net charge inside the membrane 
is more negative than that outside.

A cell, such as nerve and muscle, is said to be excit-
able when its membrane potential can be quickly and 
significantly altered. This change serves as a signaling 
mechanism. In some neurons reducing the membrane 
potential by 10 mV (from –65 to –55 mV) makes the 

components that generate the four types of signals: a 
receptive component, a summing or integrative com-
ponent, a long-range signaling component, and a secre-
tory component (Figure 2–9). This model neuron is the 
physiological expression of Ramón y Cajal’s principle 
of dynamic polarization.

The different types of signals generated in a neu-
ron are determined in part by the electrical properties 
of the cell membrane. Every cell, including a neuron, 
maintains a certain difference in the electrical potential 
on either side of the plasma membrane when the cell is 
at rest. This is called the resting membrane potential. In a 
typical resting neuron the voltage of the inside of the cell 
is about 65 mV more negative than the voltage outside 
the cell. Because the voltage outside the membrane is 
defined as zero, we say the resting membrane potential 
is –65 mV. The resting potential in different nerve cells 
ranges from –40 to –80 mV; in muscle cells it is greater 
still, about –90 mV. As we shall see in Chapter 6, the 
resting membrane potential results from two factors: 
the unequal distribution of electrically charged ions, in 
particular the positively charged Na+ and K+ ions, and 
the selective permeability of the membrane.

The unequal distribution of positively charged 
ions on either side of the cell membrane is maintained 
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Figure 2–9 Most neurons, regardless of type, have four 
functional regions in which different types of signals are 
generated. Thus the functional organization of most neurons 
can be represented schematically by a model neuron. The input, 
integrative, and conductive signals are all electrical and integral 

to the cell, whereas the output signal is a chemical substance 
ejected by the cell into the synaptic cleft. Not all neurons share 
all these features; for example, local interneurons often lack a 
conductive component.
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Neuro-physics
membrane potential, 

, evolves as a 
dynamical system
u(t)

[from: Tresilian, 2012]

τ ·u(t) = − u(t) + h + input(t)
 time scaleτ ≈ 10 ms

only when membrane potential exceeds a threshold 
is activation transmitted to downstream neurons

action
potential



temporal summation

[from: Tresilian, 2012]



Neural dynamics

replace spiking mechanism by sigmoid: 

low levels of activation: not transmitted to downstream systems

high levels of activation: transmitted to downstream systems
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Sensor cells
450  Part V / Perception

Figure 21–1 The major sensory modalities in humans are 
mediated by distinct classes of receptor neurons located in 
specific sense organs. Each class of receptor cell transforms 
one type of stimulus energy into electrical signals that are 
encoded as trains of action potentials. The principal receptor 
cells include photoreceptors (vision),  chemoreceptors (smell, 
taste, and pain), thermal receptors, and  mechanoreceptors 

(touch, hearing, balance, and proprioception). The classic five 
senses—vision, smell, taste, touch, and hearing—and the 
sense of balance are mediated by receptors in the eye, nose, 
mouth, skin, and inner ear, respectively. The other somatosen-
sory modalities—thermal senses, pain, and proprioception— 
are mediated by receptors distributed throughout the body.

specialized receptors. The sensory information is 
transmitted to the central nervous system by trains of 
action potentials that represent particular aspects of 
the stimulus. The question that has intrigued philoso-
phers and scientists alike is whether experienced sen-
sations accurately reflect the stimuli that produce them 
or whether our knowledge of the world is inherently 
subjective and imprecise.

the complex forms that are the basis of cognition. Sen-
sory pathways are also recursive. The higher centers in 
the brain modify and structure the incoming flow of 
sensory signals by feeding information back to earlier 
stages of processing; thus percepts are shaped by inter-
nal as well as environmental factors.

In each sensory modality a specific type of stim-
ulus energy is transformed into electrical signals by 

Vision Smell Taste 

PainTouch

Hearing
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Balance Proprioception

[from: Tresilian, 2012]
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[from: Tresilian, 2012]
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logical range and ordered relationship to each other, 
but the intervals between them cannot be compared 
meaningfully. Verbal descriptors of pain intensity are 
an example of an ordinal scale. When a clinician says, 
“On a scale from 1 to 10 in which 10 is the worst imag-
inable pain, how would you rate your pain?” there 
is no suggestion that the pain associated with an 8 is 
twice as intense as the pain associated with a 4 or that 
the  difference between 5 and 6 equals the difference 
between 1 and 2.

On interval scales distances but not ratios between 
values have meaning. Counts of the number of stimuli 
delivered in a session or estimates of the position of an 
object on a grid map are examples of interval scales. In 
ratio scales the concepts of rank, interval, and ratio all 
have valid meanings. Estimates of the perceived inten-
sity of a stimulus are treated as ratio scales. Subjects 
are instructed to assign a number proportional to the 
perceived intensity when a stimulus is detected, and to 
report “zero” when they feel no stimulus. Subjects typi-
cally choose their own numerical scale within a session. 
The values measured during an experiment are then 
normalized to allow comparisons of stimulus ratings 

described earlier; and (3) the method of adjustment 
or reproduction, in which a subject adjusts a second 
stimulus to match or reproduce the intensity of the 
first one.

The next major methodological and conceptual 
developments in psychophysics came almost a century 
later when S. S. Stevens introduced the technique of 
magnitude estimation, whereby subjects use a numeri-
cal scale to rate the intensity of the sensations experi-
enced by stimuli of different amplitude (Figure 21–3). 
Verbal reports of subjective experience are widely used 
because they are usually reliable and repeatable. Reli-
ability is assessed by correlations between observers 
rating the same stimuli; repeatability is measured by 
correlations between responses from the same subject 
to similar stimuli.

Stevens generalized the method of direct verbal 
reporting by defining four scales of measurement—
the nominal, ordinal, interval, and ratio scales—and 
specifying appropriate methods for analyzing data 
of each type. On nominal scales items have names 
but not rank; examples are names of colors, tastes, 
and smells. On ordinal scales items are ranked with a 
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Figure 21–3 The firing rates of sensory nerves encode the 
stimulus magnitude. The data in the two plots suggest that 
the neural coding of stimulus intensity is faithfully transmit-
ted from peripheral receptors to cortical centers that mediate 
conscious sensation. (Adapted, with permission, from Mount-
castle, Talbot, and Kornhuber 1966.)
A. The number of action potentials per second recorded from 
a touch receptor in the hand is proportional to the amplitude 
of skin indentation. Each dot represents the response of the 
receptor to pressure applied by a small probe. The relationship 

between the neural firing rate and the pressure stimulus is 
linear. This receptor does not respond to stimuli weaker than 
200 μm, its touch threshold.
B. Estimates made by human subjects of the magnitude of 
sensation produced by pressure on the hand increase lin-
early as a function of skin indentation. The relation between 
a subject’s estimate of the intensity of the stimulus and 
its physical strength resembles the relation between the 
discharge frequency of the sensory neuron and the stimulus 
amplitude.

[from: Tresilian, 2012]
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Motor neuronsChapter 34 / The Motor Unit and Muscle Action  769

Once synaptic input depolarizes the membrane 
potential of a motor neuron above threshold, the neu-
ron generates an action potential that is propagated 
along the axon to its terminal in the muscle. The action 
potential releases neurotransmitter at the neuromus-
cular synapse, and this causes an action potential in 
the sarcolemma of the muscle fibers. A muscle fiber 
has electrical properties similar to those of a large-
diameter, unmyelinated axon, and thus action poten-
tials propagate along the sarcolemma, although more 

slowly owing to the fiber’s higher capacitance. Because 
the action potentials in all the muscle fibers of a motor 
unit occur at approximately the same time, they con-
tribute to extracellular currents that sum to generate a 
field potential near the active muscle fibers.

Most muscle contractions involve the activation of 
many motor units, whose currents sum to produce sig-
nals detected by electromyography. In many instances 
the electromyogram (EMG) signal is large and can be 
easily recorded with electrodes placed on the skin over 

Ventral root

Motor
nucleus B

Motor
neuron A1

Motor
nucleus A

Muscle A

Muscle B

Muscle
fibers

Aponeurosis

Tendon

Figure 34–1 A typical muscle consists of many thousands 
of muscle fibers working in parallel and organized into a 
smaller number of motor units. A motor unit consists of a 
motor neuron and the muscle fibers that it innervates, illus-
trated here by motor neuron A1. The motor neurons innervat-
ing one muscle are usually clustered into an elongated motor 
nucleus that may extend over one to four segments within the 
ventral spinal cord. The axons from a motor nucleus exit the 

spinal cord in several ventral roots and peripheral nerves but 
are collected into one nerve bundle near the target muscle. In 
the figure, motor nucleus A includes all those motor neurons 
innervating muscle A; muscle B is innervated by motor neurons 
lying in motor nucleus B. The extensively branched dendrites 
of one motor neuron tend to intermingle with those of motor 
neurons from other nuclei.

[from: Tresilian, 2012]
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contraction times. A rapid series of action potentials 
elicits superimposed twitches known as a tetanic con-
traction or tetanus.

The force exerted during a tetanic contraction 
depends on the extent to which the twitches over-
lap and summate: The force varies with the contrac-
tion time of the motor unit and the rate at which the 

action potentials are evoked. At lower rates of stimu-
lation the ripples in the tetanus denote the peaks of 
individual twitches (Figure 34–2A). The peak force 
achieved during a tetanus varies as a sigmoidal func-
tion of action potential rate, with the shape of the curve 
depending on the contraction time of the motor unit  
(Figure 34–2B). Maximal force is reached at different 
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Figure 34–2 The force exerted by a motor unit varies with 
the rate of the action potentials.
A. Traces show the forces exerted by fast- and slow-twitch 
motor units in response to a single action potential (top trace) 
and a series of action potentials (set of four traces below). The 
time to the peak twitch force, or contraction time, is briefer 
in the fast-twitch unit. The rates of the action potentials used 
to evoke the tetanic contractions ranged from 17 to 100 Hz 
in the slow-twitch unit to 46 to 100 Hz in the fast-twitch unit. 
The peak force for the 100 Hz tetanus is greater in the fast-
twitch unit. Note the different force scales for the two sets of 

traces. (Adapted with permission from Botterman et al. 1986; 
Fuglevand, Macefield, and Bigland-Ritchie 1999; and Macefield, 
Fuglevand, and Bigland-Ritchie 1996.)
B. Relation between peak force and the rate of action poten-
tials for fast- and slow-twitch motor units. The absolute force 
(left plot) is greater for the fast-twitch motor unit at all frequen-
cies. At lower stimulus rates (right plot) the force evoked in 
the slow-twitch motor unit summed to a greater relative force 
(longer contraction time) than in the fast-twitch motor unit 
(briefer contraction time).

[from: Tresilian, 2012]
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stretch reflex
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Figure 35–2 Spinal reflexes involve coordinated contractions of 
numerous muscles in the limbs.
A. Polysynaptic pathways in the spinal cord mediate flexion and 
crossed-extension reflexes. One excitatory pathway activates motor 
neurons that innervate ipsilateral flexor muscles, which withdraw 
the limb from noxious stimuli. Another pathway simultaneously 
excites motor neurons that innervate contralateral extensor mus-
cles, providing support during withdrawal of the limb. Inhibitory 
interneurons ensure that the motor neurons supplying antagonist 
muscles are inactive during the reflex response. (Adapted, with 
permission, from Schmidt 1983.)
B. Monosynaptic pathways mediate stretch reflexes. Afferent axons 
from muscle spindles make excitatory connections on two sets 
of motor neurons: alpha motor neurons that innervate the same 
(homonymous) muscle from which they arise and motor neurons 
that innervate synergist muscles. They also act through interneurons 
to inhibit the motor neurons that innervate antagonist muscles. 
When a muscle is stretched by a tap with a reflex hammer, the firing 
rate in the afferent fiber from the spindle increases. This leads to 
contraction of the same muscle and its synergists and relaxation of 
the antagonist. The reflex therefore tends to counteract the stretch, 
enhancing the spring-like properties of the muscles. The records on 
the right demonstrate the reflex nature of contractions produced by 
muscle stretch in a decerebrate cat. When an extensor muscle is 
stretched it normally produces a large force, but it produces a very 
small force (dashed line) after the sensory afferents in the dorsal 
roots have been severed. (Adapted, with permission, from Liddell 
and Sherrington 1924.)

[from: Tresilian, 2012]
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Sensory networks

retinal network

[from: Tresilian, 2012]



Sensory networks

receptive fields

[from: 
Tresilian, 
2012]
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space-time 
structure of 
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fields
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Stimulus pattern Firing rate
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4  Center and
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3  Center and
 surround 
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2  Surround
 only

1  Center
 only

Transient cellsSustained cellsStimuli

On area
Off area

Figure 26–10 Responses of retinal ganglion cells with 
center-surround receptive fields. In these idealized experi-
ments the stimulus changes from a uniform gray field to the 
pattern of bright (yellow) and dark (black) regions indicated on 
the left. 1. ON cells are excited by a bright spot in the receptive 
field center, OFF cells by a dark spot. In sustained cells the 
excitation persists throughout stimulation, whereas in transient 

cells a brief burst of spikes occurs just after the onset of stimu-
lation. 2. If the same stimulus that excites the center is applied 
to the surround, firing is suppressed. 3. Uniform stimulation 
of both center and surround elicits a response like that of the 
center, but much smaller in amplitude. 4. Stimulation of the 
center combined with the opposite stimulus in the surround 
produces the strongest response.

[from: Tresilian, 2012]
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nucleus and how visual information is progressively 
analyzed by the brain. For example, the change in 
receptive-field structure that occurs between the lat-
eral geniculate nucleus and cerebral cortex reveals an 
important mechanism in the brain’s analysis of visual 
form. The key property of the form pathway is selec-
tivity for the orientation of contours in the visual field. 
This is an emergent property of signal processing in pri-
mary visual cortex; it is not a property of the cortical 
input but is generated within the cortex itself.

Whereas retinal ganglion cells and neurons in 
the lateral geniculate nucleus have concentric center- 
surround receptive fields, those in the cortex, although 
equally sensitive to contrast, also analyze contours. David 
Hubel and Torsten Wiesel discovered this characteristic in 
1958 while studying what visual stimuli provoked activ-
ity in neurons in the primary visual cortex. While show-
ing an anesthetized animal slides containing a variety 
of images, they recorded extracellularly from individual 
neurons in the visual cortex. As they switched from one 
slide to another they found a neuron that produced a 
brisk train of action potentials. The cell was responding 
not to the image on the slide but to the edge of the slide 
as it was moved into position.

The Visual Cortex Is Organized into Columns 
of Specialized Neurons

The dominant feature of the functional organization of 
the primary visual cortex is the visuotopic organiza-
tion of its cells: the visual field is systematically repre-
sented across the surface of the cortex (Figure 25–11A).

In addition, cells in the primary visual cortex with 
similar functional properties are located close together 
in columns that extend from the cortical surface to the 
white matter. The columns are concerned with the 
functional properties that are analyzed in any given 
cortical area and thus reflect the functional role of that 
area in vision. The properties that are developed in the 
primary visual cortex include orientation specificity 
and the integration of inputs from the two eyes, which 
is measured as the relative strength of input from each 
eye, or ocular dominance.

Ocular-dominance columns reflect the segregation 
of thalamocortical inputs arriving from different layers 
of the lateral geniculate nucleus. Alternating layers of 
this nucleus receive input from retinal ganglion cells 
located in either the ipsilateral or contralateral retina 
(Figure 25–12). This segregation is maintained in the 
inputs from the lateral geniculate nucleus to the pri-
mary visual cortex, producing the alternating left-eye 
and right-eye ocular dominance bands (Figure 25–11B), 

Stimulus

Response

On area
(center)

Off area
(surround)

Lateral geniculate
nucleus neuronRetinal 

ganglion 
cell

Figure 25–9 Receptive fields of neurons at early relays of 
visual pathways. A circular symmetric receptive field with 
mutually antagonistic center and surround is characteristic 
of retinal ganglion cells and neurons in the lateral geniculate 
nucleus of the thalamus. The center can respond to the onset 
or offset of a spot of light (yellow), and the surround has the 
opposite response. Outside the surround there is no response, 
thus defining the receptive field boundary. The response is 
weak when light covers both the center and surround, so these 
neurons respond optimally to contrast (a light-dark boundary) in 
the visual field.

[from: Tresilian, 2012]
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tuning curves in primary visual cortex

IIIB

IVCβ

Neurons Receptive fieldsCortical
layer

A B

Figure 27–3 Orientation selectivity and mechanisms.
A. A neuron in the primary visual cortex responds selectively to 
line segments that fit the orientation of its receptive field. This 
selectivity is the first step in the brain’s analysis of an object’s 
form. (Reproduced, with permission, from Hubel and Wiesel 
1968.)

B. The orientation of the receptive field is thought to result from 
the alignment of the circular center-surround receptive fields of 
several presynaptic cells in the lateral geniculate nucleus. In the 
monkey, neurons in layer IVCβ of V1 have unoriented receptive 
fields. However, the projections of neighboring IVCβ cells onto 
a neuron in layer IIIB create a receptive field with a specific 
orientation.
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Figure 27–4 Simple and complex cells in the visual cortex. The 
receptive fields of simple cells are divided into subfields with opposite 
response properties. In an ON subfield, designated by “+,” the onset of 
a light triggers a response in the neuron; in an OFF subfield, indicated 
by “−,” the extinction of a bar of light triggers a response. Complex cells 
have overlapping ON and OFF regions and respond continuously as a line 
or edge traverses the receptive field along an axis perpendicular to the 
receptive-field orientation.

[from: Tresilian, 2012]



Hubel, Wiesel: Tuning curve in 
macaque primary visual cortex



Tuning curve in macaque primary 
motor cortex

[Georgopoulos et al, 1990]
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Motor networks

Chapter 16 / The Functional Organization of Perception and Movement  367
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Figure 16–9 Voluntary movement requires coordina-
tion of all components of the motor system. The principal 
components are the motor cortex, basal ganglia, thalamus, 
midbrain, cerebellum, and spinal cord. The principal descend-
ing projections are shown in green; feedback projections and 
local connections are shown in purple. All of this processing is 

incorporated in the inputs to the motor neurons of the ventral 
horn of the spinal cord, the so-called “final common pathway” 
that innervates muscle and elicits movements. (This figure is 
a composite view made from sections of the brain taken at 
different angles.)

[from: Tresilian, 2012]
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Population code

notion that all activated neurons contribute to feature 
representation according to their tuning curves

Chapter 21 / The Constructive Nature of Visual Processing  517

Visual Information Is Represented by a Variety 
of Neural Codes

Individual neurons in a sensory pathway respond to 
a range of stimulus values. For example, a neuron in a 
color-detection pathway is not limited to responding 
to one wavelength but is instead tuned to a range of 
wavelengths. A neuron’s response peaks at a particular 
value and tails off on either side of that value, forming a 
bell-shaped tuning curve with a particular bandwidth. 
Thus, a neuron with a peak response at 650 nm and a 
bandwidth of 100 nm might give identical responses at 
600 nm and 700 nm.

To be able to determine the wavelength from neu-
ronal signals, one needs at least two neurons repre-
senting filters centered at different wavelengths. Each 
neuron can be thought of as a labeled line in which 
activity signals a stimulus with a given value. When 
more than one such neuron fires, the convergent sig-
nals at the postsynaptic relay represent a stimulus with 
a wavelength that is the weighted average of the val-
ues represented by all the inputs.

A single visual percept is the product of the 
activity of a number of neurons operating in a spe-
cific combinatorial and interactive fashion called a 

Orientation
preference

Response

Vector 
components

Stimulus

Orientation 
tuning
(spikes/s)

Vector 
average

Perceived
orientation

Figure 21–17 Vector averaging is one model for popula-
tion coding in neural circuits.  Vector averages describe the 
possible relationship between the responses in an ensemble 
of neurons, the tuning characteristics of individual neurons in 
the ensemble, and the resultant percept. Individual neurons 
respond optimally to a particular orientation of a stimulus in 
the visual field, but also respond at varying rates to a range of 
orientations. The stimulus orientation to which a neuron fires 

best can be thought of as a line label—when the cell fires 
briskly, its activity signifies the presence of a stimulus with 
that orientation. A number of neurons with different orienta-
tion preferences will respond to the same stimulus. Each neu-
ron’s response can be represented as a vector whose length 
indicates the strength of its response and whose direction 
represents its preferred orientation, or line label. (Adapted, with 
permission, from Kapadia, Westheimer, and Gilbert 2000.)

population code. Population coding has been modeled 
in various ways. The most prevalent model is called 
vector averaging.

We can illustrate population coding with a pop-
ulation of orientation-selective cells, each of which 
responds optimally to a line with a specific orientation. 
Each neuron responds not just to the preferred stimu-
lus but rather to any line that falls within a range of ori-
entations described by a Gaussian tuning curve with a 
particular bandwidth. A stimulus of a particular orien-
tation most strongly activates cells with tuning curves 
centered at that orientation; cells with tuning curves 
centered away from but overlapping that orientation 
are excited less strongly.

Each cell’s preferred orientation, the line label, 
is represented as a vector pointing in the direction of 
that orientation. Each cell’s firing is a “vote” for the 
cell’s line label, and the cell’s firing rate represents the 
weighting of the vote. The cell’s signal can thus be rep-
resented by a vector pointing in the direction of the 
cell’s preferred orientation with a length proportional 
to the strength of the cell’s response. For all the acti-
vated cells, one can calculate a vector sum with a 
direction that represents the value of the stimulus 
(Figure 21–17).
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Experimental evidence for 
population representations

Lee, Rohrer, Sparks: use the topographic map of 
saccadic endpoint in superior colliculus

to reversibly deactivate portions of the population: 
observe predicted deviations of saccadic endpoints

[after Lee, Rohrer, Sparks: Nature (1988) 
in Chapter 3 of the book]
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Following the typical scheme, the tuning of 
neurons in the superior colliculus is broad, so that 
a large number of neurons fire for each saccade. 
Given the topographical layout we can expect that 
when the metrics of a saccade are specified, the 
active neurons are clustered together in one spatial 
region of the superior colliculus. This was exactly 
what Lee and colleagues found when recording the 
activity of cells in the superior colliculi of monkeys. 
Prior to each saccade a circular blob of activation 
forms in the topographical map. Neurons located 
in the region of the map that corresponds to the 
saccade target are most strongly activated, while 
the level of activation decreases toward the blob’s 
periphery. The red circle in Figure  3.3a outlines 
the approximate extent of an activation blob that 
results in the saccade illustrated by vector A (black 
arrow on the right). B and C mark the centers of 

activation blobs that result in the saccade vectors 
labeled accordingly.

It seems intuitively clear that these local-
ized peaks indicate the metrics of saccades, but to 
test the population coding hypothesis we need to 
determine whether the actual saccade target really 
depends on all active neurons, including the weakly 
activated ones at the periphery of the blob. To 
examine this, Lee and colleagues induced saccades 
by presenting visual targets to their monkeys while 
inactivating either peripheral or central portions 
of the activation blob with a local anesthetic. They 
then assessed how this deactivation impacted the 
resulting saccades.

Figure 3.3b shows the result of deactivating the 
center of the blob (blue dot), that is, the most active 
neurons. The resulting saccade (red arrow) is iden-
tical to the one without deactivation. Apparently, 
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FIGURE 3.3: Results of experiments of Lee et al. (1988). Each subfigure shows a f lattened version of the topographical 
motor map of the left superior colliculus. Red letters mark the centers of activation blobs observed for different saccades, 
which are depicted by the correspondingly labeled vectors on the right. Red circles mark the approximate extent of acti-
vation blobs centered on the middle of the circle. Blue dots mark regions that were deactivated in the experiments. (a) 
Activation centers observed for the saccades on the right, without deactivation. (b) A visually evoked saccade to the tar-
get described by vector A is not altered by deactivating the blob center. The weighted average of B and C provides a suf-
ficient estimate of A. (c) A visually evoked saccade to the target described by vector B is altered when the peripheral blob 
region that corresponds to A is deactivated. The resulting saccade is now guided by a weighted spatial average of B and 
D. Adapted by permission from Macmillan Publishers Ltd: Nature, Lee, C., Rohrer, W. H., & Sparks, D. L., Population 
coding of saccadic eye movements by neurons in the superior colliculus, 332(6162), 357–360, copyright 1988.
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Example 1: Jancke et al: A17 in the cat, 
population representation of retinal location 

Jancke, Erlhagen, Dinse, Akhavan, Giese, Steinhage, 
Schöner JNeurosci 19:9016 (99)

Population representation in the 
visual system  



the potentially high-dimensional space of visual stimulus at-
tributes. The second step consisted of projecting the neural re-
sponses to “composite” stimuli assembled from two squares of
light at varied separations (Fig. 1B) onto this subspace by ana-
lyzing DPAs weighted with the responses to composite stimuli.
Distance-dependent deviations of the DPAs from the superposi-
tion of the corresponding elementary components reveal insight
into interaction processes within the representation of retinal
location at the population level. Such interaction may arise from
recurrent connectivity within the cortical area as well as from
recurrence within the network providing the sensory input. A
neural field model explicates how such mechanisms contribute to
the evolution of cortical activation within ensembles of neurons.

MATERIALS AND METHODS
Experimental setup
Animals and preparation. Electrophysiological recordings from a total of
178 cells were made extracellularly in the foveal representation of area 17
in 20 adult cats of both sexes. Animals were initially anesthetized with
Ketanest (15 mg/kg body weight, i.m.; Parke-Davis, Courbevoie, France)
and Rompun (1 mg/kg, i.m.; Bayer, Wuppertal, Germany). Additionally,
atropin (0.1 mg/kg, s.c.; Braun) was given. After intubation with an
endotracheal tube, animals were fixated in a stereotactic frame. During
surgery and recording, anesthesia was maintained by artificial respiration
with a mixture of 75% N2O and 25% O2 and by application of sodium
pentobarbital (Nembutal, 3 mg ! kg !1 ! hr !1, i.v.; Ceva). Treatment of all
animals was within the regulations of the National Institution of Health
Guide and Care for Use of Laboratory Animals (1987). Animals were
paralyzed by continuous infusions of gallamine triethiodide (2 mg/kg, i.v.

F

E3.84˚

response plane

1

3

RF-center

2.8˚

CA B

D

2.8˚

elementary stimuli composite stimuli

nasal temporal

[deg]2

4

Figure 1. A, Schematic illustration of the elementary stimuli (squares of light, 0.4 " 0.4°) presented at seven horizontally shifted positions within the
foveal representation of the visual field. B, Composite stimuli were assembled from combinations of the elementary stimuli and were presented at six
different separation distances of 0.4–2.4°. The left stimulus component was kept at a fixed nasal position. C, I llustration of the noncentered field
approach. Stimuli, indicated by the small gray square, were presented independent of the locations of the RFs of the measured neurons (schematically
illustrated by gray ellipses). The frame with the cross-hair illustrates the analyzed portion of the visual space (2.8 " 2.0). D–F, I llustration of the Gaussian
interpolation method to construct the DPA. D1, The grid of stimuli used (36 circles, each 0.64° in diameter) to measure the RF profile of each neuron
was centered on the hand-plotted RF (response plane technique). D2, The RF profile constructed from responses to this stimulus grid was smoothed (D3)
with a Gaussian filter (width, 0.64°). The RF center was determined as the location of the centroid of this smoothed RF profile. D4, The contribution
of each cell to the population representations was always centered on this location and was weighted with the current firing rate of the neuron, illustrated
as vertical bars of varying length. This weighting factor was normalized to the maximal firing rate of each neuron. E, The DPA was obtained by Gaussian
interpolation (width, 0.6°) of the weighted firing rates and by a subsequent convolution with an unweighted Gaussian (width, 0.64°). F, View of the
distribution of population activation using gray levels to indicate activation. The location of the stimulus is indicated by the small square outlined in black
together with the stimulus frame. In a second approach, one-dimensional DPAs were derived by means of an OLE; see Materials and Methods and
Figure 2C.
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determine tuning to retinal 
location for each cell

superpose tuning curves 
weighted by current firing rate: 
distribution of population 
activation DPA representing 
retinal location

[Jancke, Erlhagen, Dinse, Akhavan, Giese, Steinhage, Schöner JNsci 19:9016 (99)]

Distribution of Population Activation (DPA)



DPA of stimuli presented to 
all neurons 

Ûij
sup!sk , t" ! Ûi !sk , t" " Ûj !sk , t" (7)

of the time-resolved DPAs for two elementary stimuli si and sj with the
time-resolved DPAs of composite stimuli

Ûij
meas!sk , t" ! !

n#1

N

cn!sk" fn!si , sj , t". (8)

Ûij
meas (sk , t) is the extrapolated DPA that is based on replacing the rate

fn(si) in Equation 2 by the firing rates fn(si , sj , t) that are observed in
response to the corresponding composite stimulus.

RESULTS
Experimental results
Distributions of population activation of elementary stimuli
We constructed DPAs in response to a set of small squares of light
that only differ in their position along a virtual horizontal line and
that we termed elementary stimuli. The DPAs were defined in
visual space and were based on single cell responses from 178
neurons recorded in the foveal representation of cat area 17. To
obtain DPAs, we made use of two different approaches: (1) in a
two-dimensional Gaussian interpolation procedure, the RF cen-

ters were weighted with the normalized firing rate of each neuron
(Fig. 1D–F). Corresponding to the average RF profile of all
neurons recorded (compare Fig. 2A), the width of the Gaussian
was chosen uniformly to 0.6°; and (2) in addition, based on the
assumption that the representation of visual location can be
considered as a function of activation in parameter space, we
minimized the error for reconstructing one-dimensional distribu-
tions using the OLE procedure. This method is optimal in the
sense that it extracts the available information from the firing
rates under the condition of a least square fit.

As a reference, we calculated DPAs in the time interval be-
tween 40 and 65 msec after stimulus onset corresponding to the
peak responses in the PSTHs. Both approaches yielded equiva-
lent results. The DPAs were monomodal and centered onto each
respective visual field position. For each stimulus, Figure 2B
depicts the two-dimensional DPAs of all seven elementary stimuli
constructed by Gaussian interpolation. Figure 2C shows the OLE-
derived one-dimensional DPAs. The spatial arrangement of ac-
tivity within these distributions implies that neurons in primary
visual cortex contribute as an ensemble to the representation of
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Figure 2. A, Average RF, corresponding to the tuning for location, of all 178 recorded neurons. Based on the peak responses in the PSTHs (40–65 msec
after stimulus onset) each RF profile was smoothed by convolution with a Gaussian in two dimensions (width, 0.64°). RF centers were derived by
calculating the centroid of each profile (compare Fig. 1D3). For summation, the smoothed profiles were added with respect to their RF centers. The SD
was 0.6° (calculated for that part of the resulting average RF profile, which exceeded half of the maximal amplitude). This value of average RF width
matches the typical RF sizes found in area 17 of the cat (Orban, 1984). The vertical arrow indicates the spatial extension in terms of visual field
coordinates. B, Population representations of the elementary stimuli computed as two-dimensional DPAs over visual space after Gaussian interpolation
(compare Fig. 1). The construction was based on the activity of 178 neurons. DPAs were computed in the time interval between 40 and 65 msec after
stimulus onset corresponding to the peak responses in the PSTHs. The activation level is shown in a color scale normalized to maximal activation
separately for each stimulus (calibration bar at bottom right). Red indicates high levels of activation. The frame outlined in white depicts the area of the
visual field investigated as described in Figure 1C. In addition, the stimulus is shown as a square outlined in white. Note that for each stimulus the focal
zone of activation is approximately centered on the stimulus location. C, DPAs derived by means of an OLE for all seven elementary stimuli used. DPAs
were assumed as Gaussian profiles centered on each respective stimulus position. As in the interpolation procedure, neural activity was integrated
between 40 and 65 msec after stimulus onset. The width of the estimated Gaussian was chosen 0.6° to match the average RF width (tuning curve) of all
neurons measured (compare Fig. 2A). The maxima of the OLE-derived distributions were aligned accurately on the position of each stimulus.
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current stimulus: 
square of light

range of retinal field
sampled by neurons

the potentially high-dimensional space of visual stimulus at-
tributes. The second step consisted of projecting the neural re-
sponses to “composite” stimuli assembled from two squares of
light at varied separations (Fig. 1B) onto this subspace by ana-
lyzing DPAs weighted with the responses to composite stimuli.
Distance-dependent deviations of the DPAs from the superposi-
tion of the corresponding elementary components reveal insight
into interaction processes within the representation of retinal
location at the population level. Such interaction may arise from
recurrent connectivity within the cortical area as well as from
recurrence within the network providing the sensory input. A
neural field model explicates how such mechanisms contribute to
the evolution of cortical activation within ensembles of neurons.

MATERIALS AND METHODS
Experimental setup
Animals and preparation. Electrophysiological recordings from a total of
178 cells were made extracellularly in the foveal representation of area 17
in 20 adult cats of both sexes. Animals were initially anesthetized with
Ketanest (15 mg/kg body weight, i.m.; Parke-Davis, Courbevoie, France)
and Rompun (1 mg/kg, i.m.; Bayer, Wuppertal, Germany). Additionally,
atropin (0.1 mg/kg, s.c.; Braun) was given. After intubation with an
endotracheal tube, animals were fixated in a stereotactic frame. During
surgery and recording, anesthesia was maintained by artificial respiration
with a mixture of 75% N2O and 25% O2 and by application of sodium
pentobarbital (Nembutal, 3 mg ! kg !1 ! hr !1, i.v.; Ceva). Treatment of all
animals was within the regulations of the National Institution of Health
Guide and Care for Use of Laboratory Animals (1987). Animals were
paralyzed by continuous infusions of gallamine triethiodide (2 mg/kg, i.v.
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Figure 1. A, Schematic illustration of the elementary stimuli (squares of light, 0.4 " 0.4°) presented at seven horizontally shifted positions within the
foveal representation of the visual field. B, Composite stimuli were assembled from combinations of the elementary stimuli and were presented at six
different separation distances of 0.4–2.4°. The left stimulus component was kept at a fixed nasal position. C, I llustration of the noncentered field
approach. Stimuli, indicated by the small gray square, were presented independent of the locations of the RFs of the measured neurons (schematically
illustrated by gray ellipses). The frame with the cross-hair illustrates the analyzed portion of the visual space (2.8 " 2.0). D–F, I llustration of the Gaussian
interpolation method to construct the DPA. D1, The grid of stimuli used (36 circles, each 0.64° in diameter) to measure the RF profile of each neuron
was centered on the hand-plotted RF (response plane technique). D2, The RF profile constructed from responses to this stimulus grid was smoothed (D3)
with a Gaussian filter (width, 0.64°). The RF center was determined as the location of the centroid of this smoothed RF profile. D4, The contribution
of each cell to the population representations was always centered on this location and was weighted with the current firing rate of the neuron, illustrated
as vertical bars of varying length. This weighting factor was normalized to the maximal firing rate of each neuron. E, The DPA was obtained by Gaussian
interpolation (width, 0.6°) of the weighted firing rates and by a subsequent convolution with an unweighted Gaussian (width, 0.64°). F, View of the
distribution of population activation using gray levels to indicate activation. The location of the stimulus is indicated by the small square outlined in black
together with the stimulus frame. In a second approach, one-dimensional DPAs were derived by means of an OLE; see Materials and Methods and
Figure 2C.
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=> observe interaction in DPA

(30–45 msec) and a late (45–80 msec) epoch. For the early
period, we compared the population representation of composite
stimuli to the superpositions. Because we expect to find excitatory
interaction, this is a conservative comparison, because saturation
effects would tend to limit the responses. The solid line in Figure
10 shows the difference between the activation in response to the
composite stimuli and the activation in the superimposed re-
sponses expressed in percent of the latter. In this early response
epoch, there was more activation in the measured than in the
superimposed responses at all distances except the largest (2.4°).
This excess activation, which reached a maximum of 58% at a
stimulus distance of 1.6°, is evidence of distance-dependent exci-
tatory interaction during the build-up phase of the DPAs of
composite stimuli.

That the activation with composite stimuli exceeded even that
of the superpositions demonstrates that response saturation is not
the cause of the apparent inhibitory interactions observed in the

time-averaged analysis. Accordingly, the time-averaged inhibi-
tory effect (compare Figs. 6, 7) originates from the late response
epoch of 45–80 msec after stimulus onset. For this epoch, the
dashed line in Figure 10 shows the relative difference of responses
to composite as compared to elementary stimuli. At all stimulus
separations, the difference is negative, indicating inhibition below
the activation level for a single stimulus. This inhibition is slightly
stronger for larger stimulus separations, providing further evi-
dence for distance-dependent late inhibitory interaction. More-
over, it confirms that response saturation is not an explanation for
this inhibitory effect.

Spatial interaction: repulsion effect
The neural field model predicts (see next section) that inhibitory
interactions are dominant at larger distances, resulting in a re-
pulsion effect for the apparent position of two stimulus compo-
nents. We tested this prediction using the OLE-derived distribu-

0.4˚

Figure 6. The measured two-dimensional DPAs (top) of composite stimuli (from lef t to right, 0.4–2.4° separation) were compared to the superpositions
of the representations of their component elementary stimuli (bottom). The DPAs were based on spike activity of 178 cells averaged over the time interval
from 30 to 80 msec after stimulus onset. Same conventions as in Figure 2B, the color scale was normalized to peak activation separately for each column.
For small stimulus separation, note the remarkably reduced level of activation for the measured as compared to the superimposed responses. The bimodal
distribution recorded for the largest stimulus separation comes close to match the superposition. However, inhibitory interaction can still be observed.
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Figure 7. The OLE-derived DPAs for the composite stimuli as depicted in Figure 6. Solid lines mark the measured activations, and dashed lines show
the calculated superpositions (vertical lines mark stimulus positions). Peak activation was uniformly normalized. As demonstrated for the interpolated
two-dimensional DPAs, the level of measured activation was systematically reduced for smaller stimulus separations but approached linear superposition
for larger separations. The transition from monomodal to bimodal distributions was found between 1.2 and 1.6° separation. A slight asymmetry of the
amplitudes between the representations of the left and the right stimulus component was found for the measured as compared to the superimposed
distributions for stimulus separations of 1.2 and 1.6°.
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interaction

sigmoidal signal F(u). This factor prevents the asymptotic tran-
sient response to fall below resting level because only those sites
in the field that are sufficiently activated are susceptible to inhib-
itory interaction.

The parameter !, Equation 9, determines the overall time scale
of build-up and decay of the field activity and can be adjusted to
reproduce qualitatively the measured time course of population
activity changes. In the numerical studies, we have used the value
! ! 15. A fixed criterion (5% above resting level) was used to
define the response onset in the experiments. For the simulations,
the afferent transient stimulus S(x,t) at position x, applied for a
duration "t ! 25 msec, is a Gaussian profile characterized by its
strength, As, and width parameter, 2". The choice of " fixes the
spatial units relative to the experimental space scale. All range
parameters used in the model simulations were chosen as multi-
ples of " ! 5, which represents 0.2° in visual space.

If this transient external input creates enough excitation within
the field, the excitatory response develops a single spatial maxi-
mum located at the center, x, of the stimulated segment. This is
followed by a process of relaxation to the resting state driven by
increasing inhibition in the field. The activation level of this

resting state is a homogenous and stable solution of the model
dynamics, fixed by the parameter h # 0 (h ! $3 for the simula-
tions shown here).

Simulation results
Figure 9 compares the temporal evolution of population activa-
tion in the experiment (B) and in the model (C). Composite
stimuli with six spatial separations were used. The same normal-
ization procedures for the simulated data were applied as for the
experimental data. To further facilitate the comparison of theory
and experiment, a time interval of 25 msec before stimulus onset
was added, so that the field dynamics has relaxed to its resting
state. This time window accounts for the temporal delay between
the stimulus presentation and the cortical response in the
experiment.

Distance-dependent early excitation and late inhibition are
observed by comparing the temporal evolution of the field in
response to the single input at the nasal location. Note that in the
experiment, the limit case of two independent peaks not inter-
acting at all is not reached even at the largest probed distances
between the component stimuli. At that largest separation, an

A C

[ms][ms]

B

Figure 9. Time-resolved analysis of interaction effects based on integrals of DPAs in a 0.8° wide band around the location of the nasally positioned
elementary stimulus (A, vertical arrow). The different composite stimuli are shown in column A. Column B contrasts the OLE-derived DPAs to composite
stimuli (solid line) with the responses to the single nasally positioned elementary stimulus (dashed line). At small distances, the activation to composite
stimuli had a significantly smaller latency accompanied by an earlier onset of the decay of the population activity as compared to the elementary stimuli.
The late part of the responses to the composite stimuli was characterized by an overall inhibition. The arrow marks that peak activation in response to
the composite stimulus of largest separation is still below activity measured in the single stimulus condition. Column C displays results of simulations
of the dynamic neural field model scaled to match the experimental stimulus conditions. Parameter values used for this simulation are: Au ! 5.2, Av !
4, "u ! 15, "v ! 25, As ! 4, Bs ! 10, b ! 1, h ! $ 3, ! ! 15. The arrow marks that inhibition can still be seen at the largest probed distances between
the component stimuli.
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model by dynamic field:

sigmoidal signal F(u). This factor prevents the asymptotic tran-
sient response to fall below resting level because only those sites
in the field that are sufficiently activated are susceptible to inhib-
itory interaction.

The parameter !, Equation 9, determines the overall time scale
of build-up and decay of the field activity and can be adjusted to
reproduce qualitatively the measured time course of population
activity changes. In the numerical studies, we have used the value
! ! 15. A fixed criterion (5% above resting level) was used to
define the response onset in the experiments. For the simulations,
the afferent transient stimulus S(x,t) at position x, applied for a
duration "t ! 25 msec, is a Gaussian profile characterized by its
strength, As, and width parameter, 2". The choice of " fixes the
spatial units relative to the experimental space scale. All range
parameters used in the model simulations were chosen as multi-
ples of " ! 5, which represents 0.2° in visual space.

If this transient external input creates enough excitation within
the field, the excitatory response develops a single spatial maxi-
mum located at the center, x, of the stimulated segment. This is
followed by a process of relaxation to the resting state driven by
increasing inhibition in the field. The activation level of this

resting state is a homogenous and stable solution of the model
dynamics, fixed by the parameter h # 0 (h ! $3 for the simula-
tions shown here).

Simulation results
Figure 9 compares the temporal evolution of population activa-
tion in the experiment (B) and in the model (C). Composite
stimuli with six spatial separations were used. The same normal-
ization procedures for the simulated data were applied as for the
experimental data. To further facilitate the comparison of theory
and experiment, a time interval of 25 msec before stimulus onset
was added, so that the field dynamics has relaxed to its resting
state. This time window accounts for the temporal delay between
the stimulus presentation and the cortical response in the
experiment.

Distance-dependent early excitation and late inhibition are
observed by comparing the temporal evolution of the field in
response to the single input at the nasal location. Note that in the
experiment, the limit case of two independent peaks not inter-
acting at all is not reached even at the largest probed distances
between the component stimuli. At that largest separation, an
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Figure 9. Time-resolved analysis of interaction effects based on integrals of DPAs in a 0.8° wide band around the location of the nasally positioned
elementary stimulus (A, vertical arrow). The different composite stimuli are shown in column A. Column B contrasts the OLE-derived DPAs to composite
stimuli (solid line) with the responses to the single nasally positioned elementary stimulus (dashed line). At small distances, the activation to composite
stimuli had a significantly smaller latency accompanied by an earlier onset of the decay of the population activity as compared to the elementary stimuli.
The late part of the responses to the composite stimuli was characterized by an overall inhibition. The arrow marks that peak activation in response to
the composite stimulus of largest separation is still below activity measured in the single stimulus condition. Column C displays results of simulations
of the dynamic neural field model scaled to match the experimental stimulus conditions. Parameter values used for this simulation are: Au ! 5.2, Av !
4, "u ! 15, "v ! 25, As ! 4, Bs ! 10, b ! 1, h ! $ 3, ! ! 15. The arrow marks that inhibition can still be seen at the largest probed distances between
the component stimuli.

9024 J. Neurosci., October 15, 1999, 19(20):9016–9028 Jancke et al. • Population Dynamics within Parametric Space

stimulus experiment DFT model



DPA of orientation and (1D) retinal location

[Jancke, JNeursci (2000)]

Neural grounding of DFT: sensory 



Population representation 
motor system

[Bastian, Riehle, Schöner, Euro J Neuro 2003]

motor and pre-motor cortex (macaque)

in behaving animal
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[after Bastian, Riehle, Schöner, submitted]
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Figure 2
Population activity in the dorsal premotor cortex during a reach-selection task. The 3D colored surface
depicts neural activity with respect to baseline, with cells sorted by their preferred direction along the
bottom edge. Diagrams on the left show the stimuli presented to the monkey at different points during the
trial (cross indicates the cursor). Note that during the period of ambiguity, even after stimuli vanished, the
population encodes two potential directions. Data from Cisek & Kalaska (2005).

converted to a motor plan after the decision
is made. In contrast, we propose that multiple
movement options are specified within the same
system that is used to prepare and guide the ex-
ecution of the movement that is ultimately se-
lected. The simultaneous specification of mul-
tiple actions can even occur when only a single
object is viewed. For example, the multiple af-
fordances offered by a single object can evoke
neural activity in the grasp-related area AIP that
can represent several potential grasps until one
is instructed (Baumann et al. 2009), in agree-
ment with the predictions of theoretical models
(Fagg & Arbib 1998).

Evidence that the nervous system can si-
multaneously represent multiple potential ac-
tions suggests a straightforward interpretation
of the finding, described above, that early re-
sponses in many premotor and parietal re-
gions first appear to encode information about
relevant stimuli and later change to encode
motor variables. Perhaps the early activity,

time-locked to stimulus appearance, does not
encode the stimuli themselves but rather the set
of potential actions that are most strongly asso-
ciated with those stimuli (Wise et al. 1996), such
as actions with high stimulus-response com-
patibility (Crammond & Kalaska 1994). This
would imply that the functional role of this ac-
tivity does not change in time from sensory to
motor encoding but simply reflects the arrival
of selection influences from slower but more
sophisticated mechanisms for deciding which
action is most appropriate.

Recent computational models have pro-
posed that whenever multiple potential targets
are available, representations of potential ac-
tions emerge within several frontoparietal neu-
ral populations, each composed of a continuum
of cells with different preferences for the po-
tential parameters of movement (Cisek 2006,
Erlhagen & Schöner 2002, Tipper et al. 2000).
In each population, cells with similar prefer-
ences mutually excite each other (even if they
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[Cisek, Kalaska 2005]

Decision making 
in DPA

dorsal
pre-motor 

cortex



Distributions of Population 
Activation (DPA)

neurons are not localized within DPA! 

cortical neurons really are sensitive to many 
dimensions

motor: arm configuration, force direction

visual: many feature dimensions such as spatial frequency, 
orientation, direction... 

=> DPA is a projection from that high-
dimensional space onto a single dimension



Neurophysics

Sensors, actuators, rate code

Receptive fields, tuning curves 

Maps

Distributions of population representation 

Patterns of connectivity

Synaptic dynamics

Roadmap Background: Neural constraints



Forward connectivity

[from: Tresilian, 2012]



Dale’s law
all synaptic connections coming from a given 
neuron are of the same type

[from: Tresilian, 2012]



Patterns of connectivity

recurrent connectivity

[from: Tresilian, 2012]
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Learning by synaptic plasticity

synaptic strengths change as a function of 
pre/post synaptic neural state



 Hebbian Learning in experiments (schematic) 

post i 
ijw EPSP 

pre               
j no spike of i 

EPSP 

pre               
j 

post i 
ijw no spike of i 

pre               
j 

post i 
ijw

Both neurons 
simultaneously active 

Increased amplitude 0ijw

u 

6.1 Synaptic plasticity 

[Gerstner et al, 2014]



Learning by plasticity

spike-time dependent plasticity

strengthening of synapses in which pre-synaptic spike 
precedes post-synaptic spike

weakening synapses when the temporal order is the 
reverse…



Spike-time dependent plasticity
Spike-timing dependent plasticity (STDP) 

pre               
j 

post i 
ijw

pre
jt

post
it

      Pre 
before post 

Markram et al, 1995,1997 
Zhang et al, 1998 
review: 
Bi and Poo, 2001 

60 repetitions 

[Gerstner et al, 2014]
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